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Virtual reality (VR) has been suggested for various purposes in the field of
architecture, engineering, and construction (AEC). This research explores new
roles for VR toward the super-smart society in the near future. In particular, we
propose to develop post-processing rendering, segmentation-rendering and
shadow-casting rendering algorithms for novel VR expressions to enable more
versatile approaches than the normal photorealistic red, green, and blue (RGB)
expressions. We succeeded in applying a wide variety of VR renderings in
urban-design projects after implementation. The developed system can create
images in real time to train deep-learning algorithms, can also be applied to
landscape analysis and contribute to advanced user experience.
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INTRODUCTION
The so-called “super-smart society” is approaching
in the near future through such innovations as in-
dustry 4.0 and society 5.0 [1, 2]. In this society, a
huge amount of information (big data) from sensors
and the Internet of Things devices in physical space
will be accumulated in virtual space. Artificial intelli-
gencewill analyze this data, and the resultswill be fed
back to humans in physical space in various forms.
Virtual reality (VR), which has features of presence,
interaction, and autonomy (Zeltzer, 1992), and was
selected one of the 14 Grand Challenges for Engi-
neering in the 21st Century [3], has been suggested
for various purposes such as design study, presen-
tation, simulation and communication in the field

of architecture, engineering, and construction (AEC)
(Dokonal et al. 2016, Dorta et al. 2016, Natephra et
al. 2017, Eloy et al. 2018, Fukuda et al. 2019).

This research explores new roles for VR in the
super-smart society. In particular, we propose to
develop post-processing rendering, segmentation-
rendering, and shadow-casting rendering algorithms
for novel VR expressions to enable more versatile ap-
proaches for training deep-learning, simulating land-
scapes and advanced user experience than the pho-
torealistic red, green, andblue (RGB) expressions that
are normally used in VR.
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SITUATIONS AND PROBLEMS
Toward the realization of super-smart society, the sit-
uations and problems examined in this research are
as follows:

Self-driving cars and smart-inspection, which are
projected to be outputs of the super-smart society,
are inseparable from AEC fields. In order to realize
these technologies, various kinds of trainingmust be
performed on self-driving/smart-inspection systems
(Kuwata et al. 2009, Yabuki et al. 2018). Training us-
ing physical space and physical objects is limited in
terms of the various types that can be prepared, and
costs tend to become high. By contrast, training us-
ing virtual space and virtual objects readily increases
the types of training data that can be used and tends
to reduce cost.

Deep-learning has become a popular subset of
machine learningdue to its high level of performance
and applied to the AEC field (Cao et al. 2019). A
great way to use deep-learning to segment objects
in images is to build a convolutional neural network
(CNN). This CNN needs a large amount of training
data (images in this study) for learning. In fact, pho-
tographs are often used, but it is not easy to col-
lect large amounts of photographs. For learning,
in addition to a normal RGB image, its paired fore-
ground/background (binary) and parts-based (cate-
gorical) shape images of it are also required. Using
a 3D virtual model in VR makes it easy to change
parameters such as camera information and objects’
properties, thereby making it possible to readily and
automatically create a large amount of image data
for learning if the 3D model’s accuracy is high. On
the other hand, a system for simply generating fore-
ground/background (binary) and parts-based (cate-
gorical) shape images is needed (Problem-A).

Via the concept of a “digital twin,” which is closely
related to the super-smart society, digital copies of
physical buildings and urban spaces can be used for
real-time optimization (Söderberg et al. 2017). VR is
then expected to act as an interface that presents in-
formation to users in physical space via an easy-to-
understand method with various expressions during

feedback. When simulating landscapes in architec-
tural and urban-design process, design targets are
normally studied in the VR space expressed in pho-
torealistic RGB. On the other hand, it is easier to un-
derstand by visualizing according to analytical tar-
gets such as the distance from the main viewpoint
to the design target (visual distance: short-distance
view, middle-distance view, long-distant view) and
the shadow-falling duration per point (Problem-B).

PROPOSED VR SYSTEM
In order to tackle the problems described in
Chapter 2, we develop post-processing render-
ing, segmentation-rendering, and shadow-casting
rendering algorithms. Regarding segmentation-
rendering method, VR images can be divided into
regions and categories corresponding to different
objects or parts of objects in real-time.

We developed new rendering functions on UC-
win/Road, which is a VR software for which ren-
dering customization function is provided (Figure 1
(a)). Generally, it can execute rendering process-
ing on the screen multiple times, which is usually
only once. It can also implement pre-processing and
post-processing of the whole rendering, and pre-
processing and post-processing of one scene render-
ing respectively. Furthermore, it can define variable
values to be delivered to the shader when rendering
objects, which can be used on the shader processing
side. These functions can be implemented as plug-in
software and can be switched on VR (Figure 2).

In order to realize a segmentation algorithm for
each type of 3D object constituting a VR application,
the types of 3D objects are divided into Road, River,
Intersection, Model, RoadSideModel, Character, Car,
Sign, and so on. In these types, Road is further sub-
divided intoGuardrail, Road, Bridge, Tunnel, Sidewalk,
etc., as a lower hierarchy. Similarly, Model is further
comprised of Vehicle, Building, Structure, TrafficLight,
Plant, etc. as a lower hierarchy (Figure 1 (b)).
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Figure 1
(a) Rendering
customization
feature: The general
processing flow, (b)
Object definition
for Segmentation

Figure 2
Switching
rendering options
on VR
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Figure 3
Post-processing: (a)
Whole processing
flow, (b) Ball, (c)
Focus, (d)
Monochrome, (e)
Artistic

Post-processing rendering
First, we implemented post processing as the sim-
plest rendering customization processing (Figure 3).
In the pre-processing, rendering is performed in a
framebuffer which is a temporary rendering destina-
tion, and post-processing is performed from the ren-
dering result and output to the screen. The shader
program is coded by GLSL (OpenGL Shading Lan-
guage) and can be customized by the user.

Segmentation rendering
We implemented a plug-in that segments objects
and colors each object to generate materials for vari-
ousmachine learning and for landscape analysis (Fig-
ure 4 (a)).

In pre-processing of the entire rendering, create
a framebuffer to be a temporary rendering destina-
tion, and apply a shader programmed to write color

information, normal information, depth information,
and property values of the scene to five textures.
Next, in the object drawing process, the hue value
according to the type of the objects, speed infor-
mation, acceleration information, distance from the
viewpoint, height information from the terrain is cal-
culated and delivered as the property values on the
plug-in. We implemented the processing to calculate
the final output using the rendered texture in post-
processing of the entire rendering. According to this
implementation, it is possible to switch and execute
segmented coloring, speed, acceleration, distance
from theviewpoint, andheight from theground from
ordinary RGB representation by changing the setting
of post-processing.

The internal-rendering flowof the proposed seg-
mentation rendering is described as follows (Figure 4
(b)). The input data (matrices, vertices, normals, and
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Figure 4
Segmentation
rendering: (a)
Whole processing
flow, (b) Rendering
flow

property values) are sent to the GPU (Graphics Pro-
cessing Unit). In the first texture-rendering phase, the
vertex-shader process consists of calculating screen
positions and normals and then calculating color by
vertices. The fragment-shader process consists of ob-
taining texture color, multiplying the color calculated
in the vertex shader, and then outputting the color,
depth, normal, and property values to screen-space
textures. In the next segmentation mixing phase, the
vertex-shader process consists of outputting quad of
the screen. The fragment-shader process consists of
obtaining colors, normals, depths, and property val-
ues fromscreen-space textures and then settingpixel
colors based on these values.

Shadow-casting rendering
In the VR city model, we implemented multi-
shadowing as a plug-in software to simulate the ef-

fects of shadow-falling a day (Figure 5 (a)).
In normal shadow rendering processing, the

scene color and the shadow color are mixed and dis-
played. On the other hand, in the proposed sys-
tem, the scene color is not used, and the part where
the shadow falls is black and the part where the sun
shines is white (Figure 5 (b)). Next, time-varying
scenes are rendered multiple times and their ren-
dered results are blended. Then, it was rendered that
the part with many suns is white and the part with
many shadows is black, and it was temporarily writ-
ten in the framebuffer (Figure 5 (c)). Finally, the cal-
culation results are colored and output to the screen
as a heat map in order to clearly show the effects of
sunshine in the post-processing (Figure 5 (d)).
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Figure 5
Shadowing: (a)
Whole processing
flow, (b) One
shadow rendering,
(c) Blended image
with multiple
shadow rendering
results, (d) Heat
map by
post-processing

RESULTS ANDDISCUSSION
We applied the developed system to VR urban-
design applications and realized the following wide
variety of renderings (Figure 6). Various VR expres-
sions with real-time rendering and user interaction
were made possible based on the large-scale 3D-VR
model.

Post-processing rendering is output by shaders
as a set of ball-like expressions, focused expres-
sions, monochrome expressions, posterization ex-
pressions, artistic expressions, etc., which will con-
tribute to the advanced user experience.

Object Segmentation involves segmentation by
each type of 3D object described in Chapter 3
(for Problems A and B). Using this VR rendering
method, foreground/background (binary) and parts-
based (categorical) shape images can be easily cre-
ated by changing the camera viewpoint (automation

is possible). RGB + Object Segmentation is expressed
by mixing normal photorealistic RGB and segmenta-
tion representationsbasedon the types of 3Dobjects
described in Chapter 3 (for Problems A and B). A user
can experience VR while simultaneously looking at
the appearance of the object and its type.

Velocity Segmentation involves segmentation ac-
cording to the speeds of moving 3D objects such as
cars and pedestrians (for Problems A and B). Accel-
eration Segmentation involves segmentation accord-
ing to the acceleration of moving 3D objects such as
cars and pedestrians (for Problems A and B). In nor-
mal RGB expression, it is difficult to understand the
velocity and acceleration of moving objects such as
cars and pedestrians. On the other hand, this VR ex-
pression makes it possible to intuitively understand
the velocity and acceleration of moving objects.

Distance Segmentation involves segmentation
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Figure 6
Developed wide
variety of
renderings on VR

according to the distance from the VR camera, which
is the viewpoint of pedestrians and drivers who op-
erate VR (for Problems A and B). Height Segmentation
involves segmentation according to the height from

the ground level of the terrain (for Problem B). When
considering landscape design, it is important to un-
derstand the distance from the viewpoints of each el-
ement that consists of the urban landscape. The ele-
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ments that compose the landscape look different as
short-distance view, middle-distance view, and long-
distance view depending on the distance from the
viewpoint. The intuitive examination has been diffi-
cult in the conventional photorealistic rendering. On
the other hand, this VR expression makes it possi-
ble to intuitively understand the distance from the
viewpoint to each element and the height from the
ground surface.

Shadow-count rendering involves expression ac-
cording to shadowing duration to each point in the
VR space at summer andwinter solstices, respectively
(for Problem B). This VR expression is a tool that can
perform more sophisticated shadow simulation and
can support more detailed design.

CONCLUSIONS
This research contributes to the development of
post-processing rendering, segmentation-rendering
and shadow-casting rendering algorithms for novel
VR expressions by presenting situations and prob-
lems related to the super-smart society. We suc-
ceeded in applying a wide variety of rendering out-
puts to VR applications of urban-design projects.
The developed system can easily create fore-
ground/background (binary) and parts-based (cat-
egorical) shape images in addition to a normal pho-
torealistic RGB image to train deep-learning algo-
rithms, can also be applied to landscape simulation
according to analysis targets such as the distance
from the main viewpoint to the design targets and
the shadow-falling duration per point in VR urban
space, and contribute to advanced user experience.
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