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Increasing implementation of digital tools within a design process generates
exponentially growing data in each phase, and inevitably, decision making within
a design space with increasing complexity will be a great challenge for the
designers in the future. Hence, this research aimed to seek potentials of captured
data within a design space and solution space of a truss design problem for
proposing an initial novel approach to augment capabilities of digital tools by
artificial intelligence where designers are allowed to make a wise guess within
the initial design space via performance feedbacks from the objective space.
Initial structural design and modelling phase of a truss section was selected as a
material of this study since decisions within this stage affect the whole process
and performance of the end product. As a method, a generic framework was
proposed that can help designers to understand the trade-offs between initial
structural design alternatives to make informed decisions and optimizations
during the initial stage. Finally, the proposed framework was presented in a case
study, and future potentials of the research were discussed.
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INTRODUCTION
The conceptual structural design phase of an archi-
tectural project is a very critical stage since deci-
sions made during that stage affects the whole pro-
cess. Thus, it is very crucial for a designer to con-
sider possible instances within the solution space so
that the alternative selected by the designer would
satisfy aimed objectives. Since conceptual structural
design involves multi-objective criteria, it is impossi-
ble to process and analyze a vast amount of possible
alternatives via the data-crunching capacity of a hu-
man brain. Therefore, this research aims to propose

a novel approach in computer-aided analysis and de-
signwith the implementation ofmachine learning al-
gorithms in which users can interact with the algo-
rithmduring theprocessofmodelingandexplorede-
sign space effectively by using the interactive com-
putational methods.

Background
Backgroundof this researchhas shown that the initial
design phase is very important since the whole pro-
cess is started to be defined in these stages. There-
fore, it is crucial for designers to consider as much
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option and variable as possible to optimize the de-
sign process. Unfortunately, the data processing ca-
pacity of a human brain is limited to a portion of the
enormous possibility of space; but processing data
via machine learning can extend that portion and as
a consequence, have a potential to augment the de-
sign space exploration process.

For instance, in a research conducted by Brown
and Mueller (2017), a study was done on the de-
sign space catalog which is a collection of differ-
ent options for designers to choose and how it can
go beyond by designing with data. As a method,
they reviewed the developments in four main cat-
egories that are interaction, automation, simplifica-
tion, and visualization. Then they discussed that
human-computer interaction should be integrated
into early stage design and even in the initial brain-
storming phase. Finally, they concluded that human-
computer collaboration can harness the power of
computational processes together with the creative
capacities of designers to generate workflows that
answer to the complexity of the architecture.

Figure 1
An example design
space (Brown and
Mueller, 2017)

Figure 2
Quality metrics
visualized within
the solution space
(Villaggi et al., 2017)

Also, in another research done by Villaggi et al.
(2017), researchers proposed a novel design space
approach to be used in generative space planning
in architecture. The model they developed was
based on a data structure that allows subdivision
and merges operations on a floor plan controlled
by a smaller set of input parameters. Also model
includes evaluation for the performance of gener-
ated floor plans using a set of congestion metrics
that allows them to be optimized by a genetic al-
gorithm. Researchers also presented a set of guide-
lines and methods for analyzing and visualizing the
quality of the model within the solution space (Fig-
ure 2). Finally, researchers concluded that the devel-
oped model could allow designers to break free of
standard rules and explore a broader range of design
possibilities.

Research Problem andObjective
The problem of this research was mainly based on
the idea that the complexity of computer-aided anal-
ysis and design models are increasing exponentially
and it is getting more complicated for a designer
to consider numerous design alternatives within the
design space. Besides, review on previous research
showed that computational methods and machine
learning algorithms have a potential to enhance the
design space exploration as Alpaydin denoted this in
his bookas “Machine learningwill helpusmake sense
of an increasingly complex world. Already we are ex-
posed to more data than what our sensors can cope
with, or our brains can process.” (2016).

Themain objective of this research is implement-
ingmachine learningmodels into the computational
design tools and allowing designers to harness the
data processing capacity of computers to explore de-
sign spacemore effectively. Another objective is that
since previous research within the field of compu-
tational design mainly focuses on optimization and
search for ‘the solution’, this research aims to propose
a framework which derives correlations between de-
sign space and objective space to allow the designer
to explore multiple solutions by controlling aimed
structural performance.

56 | eCAADe 37 / SIGraDi 23 - Design - GENERATIVE SYSTEMS - Volume 1



RESEARCH DESIGN
Since every design process is unique and aim of the
researchwas not to search for the single optimumso-
lution for a specific problem but to learn the solution
space of a user-defined problem, the main research
question was whether initial design alternatives pro-
posed by the designer used as a starting point for
the algorithm or not. Also, another research ques-
tion was to test machine learning algorithms to see
if they can extract features and derive correlations
withinmulti-objective criteria tomake an evaluation.

The hypothesis of this research was based on
the idea that machine learning algorithms have the
potential to be implemented to the initial structural
design phase as a pier to enhance design space ex-
ploration. Secondly, since structural elements have
measurable quantitative criteria, metrics for evalu-
ating the performance of initial structural design al-
ternatives can be used for multi-objective optimiza-
tion of structural models. Last but not least, since
structural elements have rule-based criteria,machine
learning models have the potential to extract fea-
tures andderive correlations indata tomake accurate
evaluations.

Material of the Research
The first researchmaterial is the initial geometry data
from the designer modelled within the conceptual
structural design phase, which should have param-
eters to generate new design alternatives. For this
research, Karamba’s sample parametric structural de-
sign models were used (Preisinger, 2016). The sec-
ond research material is the structural performance
data composed of the total mass of the structure and
maximum displacement, calculated with Karamba
parametric engineering components (Preisinger and
Heimrath, 2014). The last research material is artifi-
cial neural networks (ANN), which was fed with input
data composed of design variables and output data
comprising structural simulation data. In this study,
Crowartificial neural network component developed
by Felbrich (2016) was used.

Figure 3
Different design
alternatives
generated by
different
parameters

Method of the Research
As a method, listed parameters that control the ini-
tial structural geometrywere initializedwithin agene
pool to generate new geometries in a randomized
and unbiased manner (Rutten, 2013). After creating
new geometries by using Galapagos genetic solver
(Rutten, 2010) that shuffles input variables, two sets
of data that aremaximumdisplacement and the total
mass of structure were calculatedwith finite element
method by Karamba components for each design al-
ternatives. Since two sets of recorded quantitative
data for maximum displacement and the total mass
have different ranges (0.03 to 0.45 and 4175 to 9138
respectively), both were normalized and remapped
between 0 to 1 just as input data in order each data
feature to affect learning model equally. Then both
input data from a gene pool that controls the geom-
etry and output data from the simulation that gives
the score for displacement and total mass were as-
signed to an artificial neural network engine to eval-
uate (Figure 4).

Figure 4
Flowchart of the
research method
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Figure 5
Area chart of 16
input variables
which defines the
design space for
generations 1, 5, 25
and 50

Figure 6
Scatter plot of 2
output variables
which defines the
objective space:
mass of the
structure and
maximum
displacement
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Figure 7
The network
architecture of 4 by
4 ANN and 8 by 8
ANN for 16 inputs
and 2 outputs

Figure 8
Line graph of mean
squared error over
iterations

Figure 9
The extended
generic framework
proposed for future
studies

ANALYSIS AND RESULTS
Sample parametric model for optimization of truss
diagonals from Karamba was used for data captur-
ing process, asmentioned in thematerial of research.
This sample parametric model has 16 input variables
(start and end point of 8 truss diagonals) that control
the whole geometry and 2 selected output variables
that are the mass of the structure and maximum dis-
placement. Data collected by randomizing these 16
variables within a gene pool in a randomized man-
ner by using Galapagos genetic solver and record-
ing 2 output data for each design alternative. Finally,
mean squared error of a trained artificial neural net-
workwas calculatedwith the formulabelowwhereN
is the number of data points, fi is the value returned
by the model and yi is the actual value for each data
point i.

MSE =
1

N

N∑
i=1

(fi−yi)
2 (1)

After data were collected, initial training of the ar-
tificial neural network was conducted with 350 and
1150 different design alternatives, and it was ob-
served that the error of artificial neural network de-
creases as more data were given. After that, Galapa-
gos evolutionary solver was used to generate differ-
ent design alternatives by genetic shuffling and fed
the artificial neural network with input and output in
each iteration tominimize themean squared error of
the ANN. After 5264 iterations, mean squared error
rate of the artificial neural network was decreased to
0.11614 when ANNwith four by four hidden layer ar-
chitecturewasused. After that, the samedataof 5264
different design alternatives were given to an ANN
with eight by eight hidden layers and mean squared
error was decreased to 0.063562. Finally, the trained
artificial neural network with themean squared error
rate of 0.0636 was used to predict diagonal support
positions of a truss when different scores for mass
and displacement were given, and it was observed
that predicted positions were accurate.
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CONCLUSION AND FUTURE PROJECTIONS
To conclude, this research has shown that machine
learning algorithms have the potential to be im-
plemented to the initial structural design phase to
catalyze design space exploration. Also, the mean
squared error rate has proven that machine learn-
ing algorithms can be trained to extract features and
derive correlations within multi-objective criteria to
make accurate and precise predictions. Yet, this re-
searchmust be extended by implementing the same
methodology to different design examples to prove
the hypothesis that the proposed learning model is
sufficient to learn the solution space of various prob-
lems. Also, the study should be implemented with
more variableswithin the design space such asmate-
rial type, thickness, number of supporting elements,
load type and quantity and so on to test if the learn-
ing model can still learn the design space by us-
ing correlations between inputs and outputs. There-
fore, a generic framework is proposed for future stud-
ies (Figure 9), based on the initial study conducted
within the scope of this research.
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