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In the quest to achieve the ambitious climate and clean energy targets the broad
implementation of Integrated Photovoltaics (BIPV) is one of the keys.
Photovoltaic (PV) modules can be installed above or on current roofing or
traditional wall structures. In addition, BIPV devices substitute the skin of the
exterior construction frame, i.e. the weather screen, thus simultaneously acting
as both a climate screen and an energy producing source. However, while the
integral planning strategy to building projects promotes the effective execution of
BIPV, the limitation lies in the absence of both instruments and easy-to-use
planning aid guidelines, particularly by non-PV experts in the early design stage.
This study presents computational methods that help to quickly analyze the BIPV
potential for a given building project and to suggest the optimal economical
amount and location of the panels based on the building's energy demand profile.
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INTRODUCTION
A comprehensive planning guideline is needed dur-
ing thebuildingplanning in order to effectively intro-
duce Building-Integrated Photovoltaics (BIPV). The
area-wide application of BIPV is essential according
to the definitions of the European Union’s Climate
Targets (2009, 2011 and 2015). At the same time,
the European Building Directive [1] provides for the
mandatory application of BIPV or comparable mea-
sures to generate renewable energy. These regula-
tions require significant efforts in terms of informa-
tion accessibility and process simplification for BIPV
to be considered in the building and urban district
planning. There is, however, an absence of both in-
struments and a set of guidelines that can be readily
implemented tohelp thosedesignerswhoarenot ex-

perienced in PV in particular at the early stage of de-
sign. For example one of the important aspects is the
economic feasibility of the BIPV installment given its
expected lifetime 20-25 years (Ritzen 2017). The ad-
vantages of BIPV systems are that PV can cover more
construction surfaces and replace some of the tradi-
tional building components (e.g. facade cladding),
butwhile BIPV can fully cover the surfaceof thebuild-
ing, only partial coverage would actually make sense
in terms of reasonable payback time (Perez 2012).
The most common way is the integration of PV into
rooftops. However, even though the vertical facade
surface receive less radiation than rooftops, the fa-
cade can still significantly contribute to the electricity
production, especially in some cases of building de-
mand profiles (e.g. constant high energy demand or
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high demand in the morning) .
The simplification is the key also in terms of ap-

proach to digital modeling where relatively simple
parametric model is enough to analyze its solar po-
tential within its urban location and placement of PV
panels. This enables fast massing studies and quick
design changes.

This presented work was part of the applied
research called VITALITY, which searched to de-
sign rules for the early planning phase of building-
integrated photovoltaics.

Figure 1
Interactive
navigation to
building’s solar
potential.

Figure 2
Validation of the
simplified yield
calculation with the
commercial
simulation tool
PV*SOL.

METHODS
The following methods deal with the development
of instruments for an integrative planning process.
The purpose of the developed tools is to quickly in-
dicate the solar potential of the building. Moreover,
the optimal placement of the BIPV is suggested with
providing information about the cost and investment

return (payback time). All the tools are developed
for parametric environment, therefore, coupled with
other simulation tools such as thermal performance
and lighting analysis provide planning information in
order to avoid design flaws already in the early de-
sign stage that could be later difficult to repair (Kaf-
tan 2016).

Solar potential
For initial studies and visualizations of the solar po-
tentials on building’s surface with regards to its ori-
entation was set up an interactive tool. In order to vi-
sualize the solar potential for different building’s ori-
entations, the building is rotated in 1° steps. The tool
evaluates the results; each rotation step is mapped
on a radial graph and presents the solar roof/façade
potential ratio and energy demand of the building
(Fig. 1).

PV Yield
Thismethodwas introduced to theproject by the col-
laborating team from the Austrian Institute of Tech-
nology. The method implements a simplified calcu-
lation method of PV energy yield which significantly
cuts down the calculation time. As the focus of the
project is on building integrated PV, the irradiance
on the surface of the building envelope is the same
as the irradiance in plane of the PV modules (EPV).
Themodule temperature (�M) is calculated as a func-
tion of irradiation, ambient temperature and installa-
tion situation. Standard characteristic values for dif-
ferent PV components, like module efficiency (ηPV),
inverter efficiency (ηINV) and temperature coefficient
(αP) are used to respect the energy losses in the yield
calculation. Finally, the PV yield is calculated as fol-
lows:

PVY ield = EPV ηPV ηInv(1 + αP (ϑM − 25°C))

(1)

To validate the simplified calculation method,
a comparison of the yearly energy yield for north,
east, south and west façade with the commercial
PV*SOL simulation toolwas done (Fig. 2). On the east
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Figure 3
In green, the load
demand of a
building is shown
over three days.
The PV (violet) only
produces under the
day. If the PV
production is below
the load profile, it
can be valued by
0,2€/kWh. Any
surplus, e.g. in the
afternoon of the
second day, is only
valued by the grid
feed-in tariff.

and west façade, the yearly energy yield simulated is
about 2% higher than the calculated yield, whereas
on the south façade it is about 7% less. Most signifi-
cant deviations occur on the north facade with more
than 14%.

The programmed tool based on this method has
dropdown inputmenus. Firstmenuenables to select
the type of the photovoltaics module. The main dis-
tinguishing is between the mounting types (roof vs.
façade) and ventilation. The second menu enables
to select the type of PV cell (e.g. monocrystalline,
polycrystalline, etc.) The third input are the hourly
values of the solar irradiance (w/m2) for each panel.
The hourly inputs for wind (m/s) and temperature (C)
come from the weather data e.g. from the Energy+
database.

Payback time
The decision of whether to integrate BIPV is very of-
ten also based on its economic value. Therefore, it is
necessary to correctly calculate the time for the re-
turn of investment - the payback time. The locally
produced electricity, measured in Watt hours [Wh],
has under the current legislation varying value de-
pending if it is fed into the external power grid, or
consumed locally. Self-consumption is economically
as valuable as grid outtake and includes not only the
raw value of electricity (˜0.06€/kWh) but also taxes,
grid transportation taxes, and the markup of the ex-

ternal energy company, summing to typically (˜0.2
€/kWh). Hence, if one were to choose how much
PV should be installed, the actually temporal electric
energy demand profile of the building should be re-
garded ( “optimization of self-consumption”).

Therefore, the developed tool compares the
electricity production of the allocated roof + façade
surfaces with the electric energy demand od the
building. For each hour is calculated the order of the
panels according to the corresponding hourly elec-
tricity production. In addition, if the PV panel during
the hour based on the order still contributes to the
building’s energy demand, then the PV’s produced
electricity is converted to incomewith price as if buy-
ing from the energy supplier (from the grid). If the
panel’s production already exceeded the building’s
demand for the hour, it is converted to income with
price as if selling it to the energy supplier (to the grid).
The sum of the hourly incomes gives the annual in-
come for each panel and by providing the required
average payback time are selected only PV panels
which satisfy this threshold. In addition, if the thresh-
old for the maximum available roof area is less than
100 %, the panels are further sorted and selected
basedon this threshold. The profile of the electric en-
ergy demand of the building that will be still needed
in addition to the BIPV production is also calculated.
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Figure 4
The algorithm to
iteratively find a
good placement
priority for the PV
modules.

Figure 5
Scattered result of
BIPV placement
based on payback
time.

Figure 6
2d k-means
clustering

Clustering
However, the previously described method holds
one flaw; the algorithm does not take in account any
clustering of the panels. Therefore, the results, even
though correct in terms of PV panels amount and
orientation, appear unrealistically scattered over the
building (Fig. 5). This is due to the ray tracing-based
method of the radiance calculation which has some
deviation error for each panel even though the un-
shaded light conditionwould be the same for all pan-
els on the same plane. Therefore, to solve this issue,
and also to speed up the computational process that
otherwise increases exponentially with the amount
of PV panels, the algorithm called k-means was im-
plemented.

K-means in one of the simplest unsupervised
machine learning algorithms. The objective of k-
means is to group similar data points together and
find hidden patterns. In order to find the objec-
tive the method searches for a predefined number
of clusters in a dataset (Steinbach 2004). This target
number defines the amount of needed centroids in
the data, which represent the centers of the clusters
(Fig. 6). Starting with random positions the algo-
rithm data mines iteratively and repositions the cen-
ters. K-means stops either when the centroids have
stabilized, so there is no change in their values or
when the defined number of iterations has been per-
formed. We programed our k-means algorithm for
four dimensional space (4D). The first three dimen-
sions were given by the XYZ coordinates of centroid
of eachpanel. The annual radiationof thepanels pro-
vided the fourth dimension. To determine the cen-
troid of each cluster was used squared Euclidian dis-
tance (formula).
The information about the clustering were fed to the
payback time algorithm. Now the method after find-
ing the best performing panel continues the search
inside the cluster to which this panel belongs. Af-
ter all the panels in the cluster are used it seeks the
next best performing panel and repeats the ordering
of the panels by payback time inside this cluster. This
process is repeated cluster by cluster until the thresh-
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old of maximum average payback time is reached.
The result is better clustering of BIPV panels as well
as decreased computational time (Fig. 7).

Figure 7
a) k-means
clustering b)
clustering
influenced by
overshadowing
from the
surrounding

Case study. The methods were tested on number of
buildingswith different typology and use conditions.
One of those case studies was MPREIS building lo-
cated in Tirol, Austria. The building is a warehouse
for storing frozen food. Due to this purpose it has an
interesting electricity demand with almost constant
yearly profile. The recorded real hourly power de-
mand data obtained from the building’s operatives
were used for the analysis. The analysis were per-
formed using following criteria:

• Electricity purchase price = 0.115 € / kWh
• Feed-in tariff = 0.76 € / kWh
• PV cost on the facades = 175,8 € / m2
• PV cost on the roof = 205.4 € / m2
• 100% of the façade area can be used for PV,
80% of the roof area can be used for PV

• PV system for facade and roof glass / cell /
glass, open rack

• PV module, poly-Si, efficiency 16%
• Invertor efficiency 95%

The analysis (figure 8) show the distribution of PV
panels and their investment return. On the roof the
investment return is 15 years while on the facade up
to 28 years for the total area coverage. However,
as it seen on the graphs, it actually makes sense to
only install panels with less then 18 years of payback
time, otherwise the contribution to the energy pro-
duction with regards to the building demand profile
is insignificant.

CONCLUSION
The individual urban location is key when assessing
the solar potential for BIPV, especially on façades.
Therefore, the method indicating optimal place-
ments for PV modules with best yield performance
on the building surfacewere set up and investigated.
The tools for improvement to optimize the PV place-
ment for minimizing the deviation between the pro-
file of energy demand and profile of PV production
were created and tested with positive results. Based
on the performed studies were also set up some sim-
ple rule of thumb guidelines that can be used during
the planning as fast decision makers (Table 1). The
next step would be to investigate multicriteria opti-
mization of a building design; for example the win-
dows versus BIPV placement would be contradictory
in terms of affecting the building’s energy demand
and optimal lighting condition.

The tools based on the presentedmethods were
created for the Rhino/Grasshopper environment [2].
The VITALITY library can be connected to other exist-
ingtools, e.g. DIVA for the calculation of hourly so-
lar radiationand ARCHSIM for getting the energy de-
mand profile of thebuilding.

Table 1
BIPV design rules
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Figure 8
BIPV evaluation of
MPREIS warehouse,
Tirol, Austria
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