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Abstract. Computer vision (CV), artificial intelligence (AI), machine learning (ML), and 
deep learning (DL) applications, which are among the rapidly emerging and growing 
technologies, have the potential to be effectively used in the fields of architecture and 
construction. These applications are used not only in the field of architectural design 
development and construction site tracking but also to analyze and predict the 
architectural properties of existing buildings and heritage classification. This paper 
aims to classify and analyze the façades of Bodrum houses by using deep learning 
models, comprehensive relational database (RDB), and artificial neural network based 
clustering methods. Through the use of the above-mentioned methods, we managed 
to cluster Bodrum houses' façade attributes in five groups and testing image 
classification models in three different classifiers. 

Keywords: Image processing, Deep learning (DL), Classification, Hierarchical cluster 
analysis, Artificial neural networks (ANNs) 

1 Introduction 

Artificial intelligence provides a huge opportunity in the architectural 
constituent classification and clustering with providing a more informed 
approach. In this study, we are proposing to demonstrate how AI could be 
used in identifying the characteristics of Bodrum (Turkey) houses and in future 
studies in projecting potential avenues of evolution of these houses based on 
identified procedural changes in the vernacular. 

The classification and clustering process of Bodrum houses are important to 
conserve the cityscape. The architectural features of Bodrum houses have 
idiosyncratic architectural attributes that need to comply with the municipal 
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ordinances. In this study, it is aimed to classify houses based on façade 
photographs and cluster them with numerical façade features. The 
investigated Bodrum houses have common attributes, such as two-storey 
height and located in harmony with topography, white façades, and regulated 
and precise façade proportions. A database which contains numerical 
features of façades was created for clustering operations. With NN-based 
clustering operations, the database elements were divided into five separate 
groups. Moreover, SqueezeNET architecture and Inception-v3 architecture 
were used together with Support Vector Machine (SVM), Random Forest 
(RF), and Logistic Regression (LR) learners for image classification 
processes. The highest scores were 0.898 for AUC (Area Under Curve), 
0.792 for classification accuracy (CA), 0.791 for F1, 0.804 for precision, and 
finally 0.792 for recall. 

2 Literature Review 

According to Gero (1996), it is normal that artificial intelligence and its 
methods are effective in the field of computer-aided design. Sophisticated 
neural network models are fundamental modules of the AI development 
stages. The existence of aggregated and scaled data is one of the factors that 
can trigger the beginning of digital transformation procedures and data-driven 
decision-making strategies. In this context, it is significant to understand 
existing data structures and establish meaningful relationships among them, 
forming predictive models and deciphering hidden patterns. The rules 
between the components in the raw dataset may not be clearly 
defined/programmed, accordingly artificial neural networks (ANNs) and 
learning methods that assist at this point aid us to make sense of the 
relationship between the parameters. Naturally, this procedure can be thought 
of as a “black-box or grey-box model”, but these networks can identify “non-
linear relationships” between data in solving engineering problems and 
contribute to the specific resolution (Tayfur 2012, p.11). Contrastingly, neural 
networks have the potential to be used not only in solving engineering design 
issues, but also in computational design, digital fabrication and prototyping, 
computer-aided design (CAD), computer-aided manufacturing (CAM), 
architectural style classification, generating architectural artificial plans, 
producing artificial façades, façade segmentation, and building shape 
recognition domains. Artificial intelligence provides a huge opportunity in 
maintaining the vernacular heritage of traditional settlements and in providing 
a more informed approach to how these traditions could be transferred to 
future generations. Artificial intelligence techniques are used in different 
studies to recognize and classify the architectural style of buildings (Obeso et 
al. 2016; Yi et al. 2020). Moreover, computer vision techniques have great 
potential to classify architectural designs and designers' styles based on 
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image similarities and differences. It is a noteworthy task to compare the 
architectural attributes of the buildings and forming novel types with expert 
references in architectural discourse. It is necessary to analyze the similarity-
dissimilarity of the geometric ratios of the building types and to make 
inferences according to the results of the analysis. The stages of classification 
and grouping of architectural elements have an active role in creating 
architectural typology. Wei et al. (2018) gathered building images from 
eighteen different cities via Google Street View and analyzed the architectural 
styles of residential buildings with computer vision techniques. In the study of 
Yi et al. (2020), they performed tests for image classification and style 
predictions of United States house in several architectural styles with the 
assistance of deep convolutional neural networks and a fully-connected 
neural network by utilizing Google images. In the study of Obeso et al. (2016, 
p.16), they experimented with a sophisticated convolutional neural network “to 
classify images of the architectural style of Mexican buildings in three different 
classes, pre-hispanic, colonial, and modern”. Meltser et al. (2017) created a 
large dataset and they used the CNN model in feature extraction. 
Furthermore, K-nearest neighbor (KNN), enhanced fisher model KNN, and 
support vector machine (SVM) are the classifiers they use (Meltser et al. 
2017). In style classification studies, the input data can be historical buildings 
as well as modern buildings and their designers. Huang et al. (2020) prepared 
a dataset of façade photographs of the buildings of five famous architects 
from the internet. This dataset, consisting of hundred images, has been 
studied for designers’ classification processes through segmentation phases 
and pre-trained-CNN models such as SqueezeNET, Inception-v3, VGG-16, 
etc. (Huang et al. 2020). It is also possible to perform style classification, 
forecasting, and clustering analysis by designing numerical databases. In the 
study of Xia et al. (2020), classification and style forecasting operations were 
carried out through survey based quantitative data about houses. 

2.1 Key Frameworks of AI 

Artificial neural networks, one of the fundamental concepts of artificial 
intelligence, can imitate some of the cognitive actions of the nervous system 
through intelligent ways in a unique system. An artificial neuron is made up of 
“input vector, synaptic weights, bias, output, net information, and activation 
function” (Tayfur 2012, p.13). It is clear that they are very effective in carrying 
out learning actions and accomplishing novel results in various challenging 
areas. Their architecture consists of the input layer, output layer, hidden layer, 
and bias (Huang 2003). Machine learning, which is a sub-branch of the 
artificial intelligence family, is older than deep learning in terms of 
implementation areas and origin. It includes the methods of processing data 
with supervised, unsupervised, hybrid, and reinforcement learning algorithms 
(Fyfe 2000). According to computer scientist Tom Mitchell (1997, p.11), 
machine learning is critical for “data mining, difficult-to-program applications, 
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and customized software applications”. In classic software development, 
requests and tasks organized by the designer/developer are defined, while in 
ML processes, the software can learn from big data. In this context, working 
with cumulative data and making inferences about solving a well-defined 
problem can be achieved through these algorithms.  

Another term is deep learning, a sub-branch of machine learning, consists of 
more hidden layers, hence it is called “deep”, and it is different from shallow 
networks. In addition to basic statistics calculations and algebraic operations, 
mathematical expressions such as Tensors and gradient descent are part of 
the numerical side of deep learning. It is used in voluminous diverse fields and 
disciplines, from engineering to medicine, for computer vision applications and 
natural language processing. Convolutional neural networks (ConvNet), which 
are the intersection point of computer vision and deep networks, were also 
tested in this study. These networks, which are effective in semantic 
segmentation, image classification, scene recognition, predicting objects, etc., 
consist of many layers in terms of both number and diversity. Therefore, the 
design and arrangement of layers are determined by the nature of the 
problem and its possible elucidation approaches. One of the earliest 
developed networks, the seven-layer LeNET-5 (convolutional layers, 
subsampling layers, and fully connected layers) was created to recognize 
grayscale handwritten digits (LeCun et al. 1998). When constructing this type 
of network, input layer, “convolution, pooling or subsampling, activation 
function, connections and layers, and regulation” phases are considered 
(Elmas 2021, p.171). Images (color or grayscale), videos, and point cloud files 
can be submitted into input layers on these networks. The convolution layer, 
which is one of the principal components of the structure, is aimed to extract 
the attributes of the input image by applying filters. Activation functions such 
as rectified linear units (ReLu), Sigmoid, Swish, Softmax, Softsign, Softplus, 
Exponential linear units (ELUs), Maxout, ELisH, and Hyperbolic tangent 
(Tanh) are used for calculations between some layers in neural networks 
(Nwankpa et al., 2018).  

Another important point to consider when creating a network is 
“connections” between input, output, and hidden layers, such as a fully 
connected layer. After the LeNET architecture was developed, many deep 
networks with more elegant structures and more layers were developed. 
AlexNet, an eight-layer deep neural network (convolutional layers and fully 
connected layers) designed for classification purposes, was developed by 
Krizhevsky et al. in 2012 and tested on complex colored images, eventually, 
the developers achieved successful results. Nineteen-layer model VGG 
(Simonyan and Zisserman, 2014), GoogLeNET with twenty-two-layer network 
structure (Szegedy et al., 2015), and one hundred fifty-two layers network 
ResNet (He et al., 2016) are examples of state of art networks built with the 
ConvNet structure for image classification purposes. Furthermore, Inception-
v3, developed by Szegedy et al. (2016), performs image recognition 
processes with ConvNet structure. SqueezeNET, another network trained on 
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the ImageNet dataset, was developed for image recognition purposes by 
Iandola et al. in 2016. 

2.2 About Bodrum Houses 

Bodrum Peninsula, located in southwest Turkey, has a hilly terrain and 
rough coastline and is one of the internationally renowned summer tourism 
destinations (Figure 1).The town of Bodrum, located on this peninsula, 
generally consists of two or single storey buildings in harmony with the 
landscape. Bodrum, which was built on the old site of Halicarnassus, has a 
dense urban texture due to the increasing construction and parcelization 
implementations in recent years.  
 

 
Figure 1. Bodrum Peninsula of Turkey  

Source: Adapted from Mapmaker (n.d.) (right) and Tangram Heightmapper (n.d.) (left 
corner) 

 
From the bureaucratic point of view, the most significant factors that draw 

the boundaries of this rapid construction are the local municipality's plan 
notes, assorted zoning regulations, and the decisions made by the provincial 
conservation board of Muğla. While Bodrum grew and developed in the 
company of these three set of regulations, the importance of preserving the 
conventional civic architecture examples became more and more important. 
According to Bektaş (1996), who studied Anatolian architecture and practice, 
there are three types of Bodrum houses: “Chios, Mezzanine, and Tower”. The 
general characteristics of these houses are that they are single or two storey 
houses, they have a square or rectangular plan, they are built with local 
stones, and also they are painted with white lime which makes them look like 
white boxes (Figure 2). These houses, where local materials such as reed 
and solid timber are frequently used, are also unique in terms of construction 
methods and plan schemes. 
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Figure 2. Conventional Bodrum houses  

Source: Adapted from Bektaş (1996) and Akçura and Akçura (1971) 

3 Methodology 

The methodology of this study consists of two main stages (Figure 3). The 
first stage is about the neural network-based clustering analysis by utilizing 
the numerical properties of the façade elements of Bodrum houses.  
Synchronically, the second is about the work packages to classify the façade 
images of houses through machine learning algorithms and image embedding 
with deep neural network models. In this study, Intel Core(TM) i5-10300H 
CPU @ 2.50GHz 8GB of DDR4 RAM and Nvidia GTX 1650 4GB of GDDR5 
were used as the hardware. Moreover, the digital tools employed in this study 
were GNU Image Manipulation Program (GIMP, 2019), 
PerspectiveImageCorrection (Sourceforge, 2021), Orange canvas with Python 
scripting and visual programming framework (Demšar et al., 2013), NeuroXL® 
environment (Olsoft, 2016), Xlstat® (Addinsoft, 2019), Microsoft® Office 
2019™ and add-ins for database designing and analysis, and finally Daniel’s 
XL Toolbox (Kraus, 2014), respectively. The data editing stage, which is the 
subsequent part after the data collection section, consists of cleaning, sorting, 
and arranging the various façade images obtained. After the editing, the 
analysis and numerical features of the façade elements were obtained, and 
database was designed. Since the database contains different data types 
such as areas and numbers, numeric values were aligned between [0,1] via 
normalization operations. Normalization formulation (Source: Adapted from 
Wikipedia Contributors, 2019): 
 

{X1, X2, X3, X4, X5,,,Xi} ∈ N; they are members of input class.         (1) 
{Xn} = [(X İ - XMin) ÷ (XMax - XMin)]. Thus, “Xn” ∈ [0,1]                          (2) 

 
[1] Typical Bodrum House 
(Retrieved from Akçura and Akçura, 1971) 
[2] Mezzanine House 
(Retrieved from Bektaş, 1996) 
[3] Tower House 
(Retrieved from Bektaş, 1996) 
[4] Tower House 
(Retrieved from Akçura and Akçura, 1971) 
[5] Chios House 
(Retrieved from Bektaş, 1996) 
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Then, hierarchical clustering, an unsupervised learning approach, has been 
implemented to understand dissimilarities/similarities in the dataset. After the 
results of the hierarchical clustering, Kohonen self-organizing unsupervised 
neural network analysis method was implemented. Meanwhile, image 
classification stages are based on data collection, image processing, feature 
extraction, and the use of classifiers. In this study, modified SqueezeNet 
(input size 224x224x3) and Inception-v3 (input size 299x299x3) architecture 
were used as image embedder types. “Transfer learning” was carried out 
through stratified random sampling with 80 % training set size in these pre-
trained networks. 

 
Figure 3. Workflow of this study  

Source: Authors 

4 Results 

This section consists of two parts: outcomes of clustering operations and 
findings of the deep neural network-based classifications. Initially, the façades 
of the sixty-two Bodrum houses were examined individually, and it was found 
that there were overlapping groups in the number of storeys and type of 
façade material (Figure 4). Agglomerative hierarchical clustering analysis was 
performed to monitor the units for the neural network-based clustering 
process. When the dendrogram graph was examined, two clusters (blue and 
red) were formed that cut the truncation line (Figure 5).There are five groups 
in subunits that are in homogeneous distribution. Cluster 3 has a maximum 
weight of within the five groups formed in neural network-based clustering. 
When the profile graph is examined, all the numerical values of this cluster 
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are very close to the average values (except the “terrace” and “façade 
material”) (Figure 5). According to the classification results of the façade 
images, the highest classification accuracy value was when SqueezeNET and 
SVM were operated together, and the lowest value was the situation where 
SqueezeNET and RF were operated together (Figure 6). Furthermore, 
confusion matrix and Receiver operating characteristic (ROC) analysis results 
were calculated (Figure 6 and 7). 
 

 
Figure 4. Data visualization of Bodrum houses façade elements  

Source: Authors 
 

 
Figure 5. Results of NN-based (right) and Agglomerative Hierarchical clustering 

Source: Authors 
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Figure 6. Comparative table of different models’ scores (upper) and Confusion matrix 

Source: Authors 
 

 
Figure 7. Results of the ROC analysis  

Source: Authors 
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The confusion matrix shows the accuracy of the predicted samples of 
different learners and models. The highest value of this ratio for Bodrum 
houses (87.5 %) was the case where the Inception-v3 network and Support 
Vector Machine (SVM) algorithm worked together, while the lowest rate (63.2 
%) was observed as the case where the SqueezeNET network and Random 
Forest classifier worked together. The area under the ROC Curve (AUC) 
value should be close to or equal to 1.00, the maximum AUC value was 
calculated as 0.898 in this study.  

5 Discussion 

Due to the superior abilities of artificial neural networks in problem-solving 
skills, both theoretical and implementation areas have been enriched. Artificial 
intelligence-supported image classification studies and clustering operations 
are extremely significant for the field of architecture and rural heritage 
conservation. Besides, they have a facilitating role in the recognition and 
archiving of a large number of architectural structures and elements in terms 
of typological studies. In the phases of defining and cataloging architectural 
constituents, semi-automatic or full-automatic processes can be performed 
instead of manual with computer-aided/artificial intelligence-aided systems. 
The findings indicate that the use of computer-aided intelligent systems will 
contribute positively to the management of the whole process. Within the 
scope of this study, image classification and clustering procedures were 
devised by taking into account the architectural façade features of the Bodrum 
district. In this context, image classification experiments were carried out with 
deep neural networks on a total of one hundred and twenty-five façade 
images. Clustering operations were applied to decipher conspicuous patterns 
from the repository of data derived from the morphological properties of the 
façades. The construction of a database containing numerical values (textual 
values converted to numerical values between [0,1]) for clustering operations 
contributed positively to the process management. Dissimilarity distributions in 
the dataset were revealed by agglomerative hierarchical clustering 
procedures. Moreover, cluster weights and profiles were determined by NN-
based clustering operations. Meanwhile, the modified SqueezeNET model 
and Inception-v3 model were used together with Support Vector Machine 
(SVM), Random Forest (RF), and Logistic Regression (LR) classifiers. 
Consequently, relatively successful results were obtained. With the 
classification processes, it will be possible to identify and categorize Bodrum 
houses and it might allow us to predict its possible elaborations. The data set 
in this study is less than five hundred as data augmentation methods such as 
rotation and translation are not used. In future studies, it is planned to use 
artificial intelligence to identify architectural styles and typologies by enriching 
the dataset. 
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