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Abstract: The objective of this work was to evaluate an optimized ANN (Artificial 

Neural Network) model compared to the most famous basic regression models within 
Machine Learning, using a set of observational data collected in an anemometric tower 
located in the city of Mucuri, Bahia, in northeastern Brazil, within one month. To obtain 
results for comparison of the models, the proposed activity was to forecast the 
temperature in 1 hour ahead, as a contribution to the city’s agricultural sector. Among 
all the analyzed models, the one that proved most efficient was the ANN with 4 layers 
(7 nodes in the input layer, 18 and 9 respectively in the 2 hidden layers, and 1 in the 
output layer), based on R (0.872). 
. 
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COMPARAÇÃO DA PREVISÃO DA TEMPERATURA A CURTO 
PRAZO ENTRE REDE NEURAL ARTIFICIAL E APRENDIZADO DE 
MÁQUINA. 
 
Resumo: O objetivo deste trabalho foi avaliar um modelo de RNA (Rede Neural 
Artificial) otimizado em comparação com os mais famosos modelos básicos de 
regressão para Machine Learning, utilizando um conjunto de dados observacionais 
coletados em uma torre anemométrica localizada na cidade de Mucuri, Bahia, no 
nordeste do Brasil, em um mês. Para obter resultados para comparação dos modelos, 
a atividade proposta foi prever a temperatura em 1 hora, como contribuição para o 
setor agrícola da cidade. Dentre os modelos analisados, o que se mostrou mais 
eficiente foi a RNA com 4 camadas (7 nós na camada de entrada, 18 e 9 
respectivamente nas duas camadas ocultas e 1 na camada de saída), com base na 
melhor métrica, Coeficiente de Pearson R (0.872) 
Palavras-chave: Inteligência Computacional; Redes Neurais Artificiais; Temperatura; 
Previsão de Temperatura; Aprendizado de Máquina. 
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1. INTRODUCTION 
 

 Weather-related forecasts have been presented to be a reliable ally in the 
preparation for cyclones and other climate catastrophes before they arrive in cities. 
Moreover, the atmospheric temperature is an important variable in weather 
forecasting, and anticipating the temperature is important for seasonal commercial and 
agriculture planning, and together with other variables like air humidity, wind, 
atmospheric pressure and precipitation could be helpful in a large number of situations 
[1]. Forecasts can be made using time series methods, linear regression, some 
mathematical models, and of course the ANN (Artificial Neural Network), each model 
used to make a forecast about the temperature. 
           The goal of this study is to document the reliability of a MLP (Multilayer 
Perceptron) in comparison with the other models of traditional machine learning, 
concerning the benefits of the correct forecast about the temperature. The literature 
recommends the MLP being used for complex data regressions [2], as exhibiting a 
high precision in all the achieved results. 
           For cities with high growth in agriculture and the industrial sector such as the 
city of Mucuri [3], tools like this prove to be low-cost, high-performance and very useful 
alternatives for planning and decision-making. The procedure brings a reliable forecast 
with a low error rate, but the data used for training the network was obtained from an 
anemometric tower, which is usually located at 100 meters high. The data was used 
because the data set originated from a project that measures wind speed and 
temperature, therefore, it is recommended to train the ANN with surface data to obtain 
more accurate results. 
 
2. METHODOLOGY 

 

 For this study, an Artificial Neural Network (ANN) for regression of the MLP type 
was created using Python and Keras (with Tensorflow) to be compared with some 
regression models of machine learning from the SKLearn library. The study refers to a 
temperature forecast applied to a collection of meteorological data from the city of 
Mucuri - BA in Brazil, with the forecast made for one hour after the recorded 
temperature. The city was chosen due to the largest Brazilian pole of investments in 
wind energy, with 70% of Mucuri's economy driven by the industrial sector [3]. 
According to data from IBGE (Brazilian Institute of Geography and Statistics) [4], the 
city is located in an Atlantic Forest biome. 

           For the construction of the ANN, tests were made with different configurations, 
and the ones with more accurate results were applied together with the dataset 
selected, following the concept where the ANN is commonly used with at least 3 layers 
[5]. As demonstrated in the Figure 1, 2 hidden layers were used, both with the “sigmoid” 
activation function because it presented the best performance. In the output layer, the 
“linear” activation function was chosen since the MinMaxScaler normalization 
(between -1 and 1) was used only in the input data, holding non-normalized output 
data. Mean Square Error (MSE) loss function with a SGD (Stochastic Gradient 
Descent) Optimizer that provided the best results. Besides, the best number of 
seasons and the learning rate that was obtained were 1000 epochs with a 0.01 rate. 
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Figure 1. ANN Configuration  

  
 
 Regarding metrics used, as depicted [6]: 

 
MSE = 1

𝑛𝑛
∑ 𝑒𝑒𝑡𝑡2𝑛𝑛
𝑡𝑡=1                                                   (1) 

 
 MSE is the Mean Squared Error and n is the number of time instances. 

 
MAE = 1

𝑛𝑛
∑ |𝑒𝑒𝑡𝑡|𝑛𝑛
𝑡𝑡=1                                                  (2) 

 
 MAE is the Mean Absolute Error and n is the number of time instances. 

 
                      R² = ∑ (𝑦𝑦𝚤𝚤�−𝑦𝑦�)2𝑛𝑛

𝑖𝑖=1
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                                                    (3) 
 

 R² is the regression coefficient, 𝑦𝑦𝑖𝑖 is the observable value, 𝑦𝑦� is the average of 
the observations, 𝑦𝑦�𝑖𝑖 is the prediction of 𝑦𝑦𝑖𝑖, n is the amount of data.  
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                                            (4) 

 
 R is Pearson's correlation coefficient, 𝑥𝑥𝑖𝑖 is the data in the first matrix in the 
equation, 𝑦𝑦𝑖𝑖 is the data in the second matrix in the equation, 𝑥̅𝑥 is the average of the 
data in the first matrix, 𝑦𝑦� is the average of the data in the second matrix and n is the 
amount of data used. 
 As for statistical regression metrics, they are used to measure the quality of the 
forecast, as stated by Felix (2010, p.68): “Statistics are described to assess the 
performance of the forecasting model. That is, from the comparison of the actual values 
and the values “adjusted” by the model, several metrics could be calculated to measure 
performance. These measures are then used to assess the performance of the model 
estimated in (in sample) and out (out of sample) of the small amount of data used in 
the modeling” [7].  

 
3. RESULTS AND DISCUSSION  
 For the conceptualization of ANN architecture, it was taken into account what 
was said in another article of a similar objective [6]. A large number of hidden layers 
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may propagate error further and further into the model, and the number of neurons 
must be decided empirically, for there is no way to be calculated or theorized 
beforehand [8]. 
 For the model's parameters and structure, the ANN was assembled with the 
following nodes and layers. 

 
Figure 2. ANN Layers 

 
 
 After training, the artificial neural network was presented to a set of data to 
perform the test as such the model used the temperature of the city of Mucuri recorded 
at the time to forecast the temperature of the next hour, reaching the result 
demonstrated in Figure 3. 

 
Figure 3: Real and forecast temperature time series.

 
 

Time (h) 
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 Next, in Figure 4, the result of this forecast in the factor of 2 is exhibited, 
considering the Y-axis as the forecast temperature and the X-axis as the temperature 
recorded at the time. 

Figure 4: Real and forecast temperature (factor of 2). 

 
 
 In table 1, the comparison of the metrics utilized in each regression method are 
highlighted, thereby measuring the efficiency of each method. 

 
Table 1. Comparison between the metrics of the methods 

 
Regression MAE MSE R R² Factor of 2 

 
ANN 0.467 0.425 0.872 0.760 

 
1.0 

 
KNNREG 

 
0.781 

 
0.947 

 
0.738 

 
0.465 

 
1.0 

 
LINEAR REG 

 
0.507 

 
0.533 

 
0.845 

 
0.699 

 
1.0 

 
GradBoost REG 

 
0.474 

 
0.462 

 
0.863 

 
0.739 

 
1.0 

 
KernelRidge 

 
2.859 

 
12.214 

 
0.282 

 
-5.885 

 
1.0 

 
Polynomial REG 

 
0.500 

 
0.461 

 
0.887 

 
0.781 

 
1.0 

 When observing the resulting metrics of the regression metrics, it can be noticed 
that the neural network had the best results on average. It reached satisfactory results, 
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such as the MSE (used as the loss function during the training of the ANN model) 
which was the best in general among the models. 

 
4. CONCLUSION  

 
 The growing number of industries in Mucuri encourages the search for 
technologies to guarantee production, such as efficient forecast tools. By observing 
the captured and analyzed aspects, it was possible to perceive the main differences of 
the presented models in the short-term forecast of the temperature of 1 hour. From the 
results, it is observed that among the studied models present in the document, the one 
that remained with the highest quality was the Computational Intelligence methodology 
focused on AI using a Multi-layer Artificial Neural Network with 4 layers, having 7 inputs 
with 18 and 9 neurons in the respective hidden layers and 1 output. It was additionally 
the one that presented the most satisfactory result regarding the calculation of the 
metrics used MAE (0.467), MSE (0.425), Pearson's correlation coefficient R (0.872) 
and R² regression coefficient (0.760).  
 The model ANN presented the least error when being tested for the forecast 
made in the proposal in question, in contrast to the other models used. To use in the 
industrial environment, the intention is to improve these technologies, therefore, it is 
necessary to reformulate the proposed model to medium-long forecast, then allowing 
greater security for the performance of activities without unexpected losses. 
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