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ABSTRACT

Flexible manufacturing systems (FMS) have a high degree of automation, complexity
and flexibility, making it possible to manufacture multiple models of products within the
same manufacturing cell with few layout changes. In this environment, intermittent
and/or random faults are caused by various agents. Consequences of such faults
could vary from short production downtime to irreversible loss of planned volumes.
Although there are several methods to identify modes of failures and the corresponding
criticality, no methods were found to characterize faults with respect to its nature. The
importance of such characterization range from manufacturing design to root cause
identification. This paper proposes a procedure to characterize faults in FMS. The
work is divided in an introduction, four sections and a conclusion. In section one the
methodology is presented. In section two the theoretical background is developed.
Section three presents results of a survey applied to collect data about the importance
and understanding of the topic. In section four the procedure is described. Finally, the
conclusions are presented as well as recommendations for future studies.

INTRODUCTION

Customer requirements and industry competitiveness are constantly increasing, lea-
ding manufacturing systems to respond accordingly. In this context, Flexible Manufac-
turing System (FMS) were created. They consist of numerically controlled machining
centers linked together by an automated material handling system, and can be quickly
configured to produce multiple types of products [1]. This gives FMSs the capability
of adapting to shifting product demands, shorter product life cycles, higher product
variety, higher quality and shorter delivery times [2].

Since FMSs have a high degree of automation, the time frame which processes oc-
curs is much shorter when compared to conventional manufacturing systems. Hence
any small delay could cause severe disruptions in production schedules [3]. This de-
pendance of trouble-free operation [4] leads to several studies in the domain of fault
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analysis and diagnosis related to FMS.

There is no consensus between the difference of the terms error, failure and fault. Dif-
ferent technical norms and authors use these terms with different but similar meanings
[5,16,7,2]. Rausand [8] says that it’s difficult to distinguish clearly between failures and
faults and that it may lead to confusion. Based on that this work will use an approach
similar to Miyagi; Riascos [6], that is, the use of error, fault and failures as synonymous,
although not limited only to equipments. A reasonable definition will then be that a fault
causes a non-desired deviation of a system or one of its components from its normal
or intended behaviour.

Any study that tries to understand manufacturing system faults or to find solutions to
them should worry with fault characterization with respect to its nature. Different faults
happens at different locations of a manufacturing system [9] and at different moments,
hence they could require different diagnosis and resolution techniques. In order to
make this as efficiently as possible, similar faults could be grouped together. Therefore
all combined data generated on a specific fault group can be used to analyse it using
for example statistics or machine learning.

Instead, what is commonly seen are specific solutions to specific faults, supported by
traditional tools such as Failure Mode Effect Analysis (FMEA). The correct identification
of failure modes is undoubtedly important to the daily operations of an existing manu-
facturing process. The high number of all possible malfunctions of a production system
[10] on the other hand makes these traditional tools harder to use when designing a
new manufacturing plant for example. This is because one would have to predict all
possible failure modes that a non-existing production system could have.

There is no characterization with regard to fault nature in FMS. Isermann [11], for
example, presents characteristics of different system components faults but it doesn’t
includes faults related to human factors or environment for example.

The objective of this study is to propose a procedure to characterize FMS faults in
groups, based on previous knowledge and real cases found in the literature, as well as
validate the importance of such procedure with industry and academia experts.

1 METHODOLOGY

The methods used in this work consisted of developing a theoretical framework and
conducting a survey using a questionnaire. In order to develop the former, the authors
divided the faults in FMS in seven fault groups based on previous knowledge. The
groups were used as keywords in the search. The search steps and information con-
solidation are shown in table 1] The following information was intended to be identified
from the theoretical framework: fault characterization methods, fault classifications and
fault examples. The questionnaire was elaborated to be applied both in person and in-
directly via a digital medium. Details of the survey are present in section [3|

1 For the correct understanding of well-established techniques and theories, books were selected when

necessary.



Table 1 — Theoretical framework research procedure. Adapted from [12].

Search steps Used information
1 Define databases. Science Direct. SpringerLink. Capes CAFe.
2 Define keywords. Combinations of: fault, failure, error, flexible manufacturing sys-

tems, machine, control system, infrastructure, environment, raw
material, human failure, automotive
3 Define search filters.  Content: articles.’
Knowledege area: engineering.
Publication year: 2000-2018
4  Perform search.
5 Evaluate results. Criteria: adherence to the research subject.
6 Store results. Software: Mendeley

2 THEORETICAL FRAMEWORK

Articles and books utilized in this work are organized on table 2] containing author, year
of publication for articles or first year of publication for books (sorted in descending
chronological order), and a summary.

The objective of the theoretical framework was to understand fault/failure tools related
to analysis and diagnosis, identify existing fault characterization procedures and select
fault examples.

Although the next three techniques are not dedicated to characterize faults in the same
extent as the authors pretend, it's necessary to quickly mention them to point out diffe-
rences between the proposed procedure.

2.1 Failure Mode Effects Analysis

A failure mode is a description of a fault [8]. It's always associated with the
inability of a component to perform a certain function. In a complex system,
several failure modes can appear.

The Failure Mode Effects Analysis (FMEA) technique is used to correctly iden-
tify failure modes and its corresponding effects on the system. Such techni-
que has some variations, for example Failure Modes, Effects, and Criticality
Analysis (FMECA). It's most commonly used in incremental steps, i.e., used to
constantly reduce fault chances.

Two of the objectives of these techniques are identifying failure mode causes
and risk-reducing actions [8]. The correct utilization of FMEA will identify spe-
cific failure modes of a single and specific process or product, and the most
adequate action to solve it, though this technique will not enumerate common
failure characteristics among similar processes or products.



2.2 Ishikawa Diagram

The Ishikawa Diagram is used to map causes of a problem. It starts with the
statement of one specific problem and works by identifying causes in, usually,
six groups: methods, machines, man-power (people), materials, measurement
and mother-nature (environment). It's most commonly used to identify critical
faults, with severe consequences.

Similarly to FMEA it only studies one problem at a time. While this makes it
excellent to solve that specific problem, it makes it hard to generalize it to other
problems, especially the ones that never have happened before.

2.3 Fault tree analysis

Fault tree analysis is a system analysis technique used to determine the root
causes and probability of occurrence of a specified undesired event [13]. It
does that using fault trees, a graphical representation of relations between
faults in a system.

It's used to find all root causes of one specific event, but similarly to FMEA and
the Ishikawa Diagram it doesn’t characterize the specific problem regarding its
nature and it doesn’t group it with similar problems that have similar characte-
ristics.
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3 FIELD RESEARCH

Several fault examples were collected from the works present in the theoretical fra-
mework. Since no characterization with respect to faults’ nature was found, they
were assigned to seven groups based on authors’ experience: (1) control systems,
(2) machines, (3) infrastructure, (4) environment, (5) human factor, (6) raw material, (7)
others. Table [3]shows the result. A survey was elaborated to test if industry and/or aca-

demia experience alone were sufficient to characterize faults according to the groups.

Table 3 — Fault groups

group ref. fault cause
control sys- [5] discrepancies between measu- sensor offset or stuck-off/stuck-on
tems red and real values of system
variables
[5] discrepancies between input actuator stuck-off/stuck-on
commands for actuators and
real output
[23] robot arm not lowering sensor failing to sense parameters
[24]  derailed AGV error on the encoder or inaccurate correc-
tion
[16] lost item by a gripper that is not specified
moved by a pneumatic actua-
tor
[23] failure to close gripper disconnected cable between PLC and
gripper
[3] inaccurate records at the MRP  not specified
software
machine (6] signals from the sensors in the tool-break or very high tool-wear
rotating machine with random
peaks
[6] signals from the sensors in the slight tool-wear
rotating machine with uniform
peaks
[20]  operator with musculoskeletal machine vibration exposure
disorders
[14]  diminished spatial positioning bearing vibrations in the electro spindle
precision in a machining center movement caused by lack of lubricant,
bearing shock, bearing wear, shaft vibra-
tions, and/or increased rotational speed
[14] increased engine torque in a increased rolling resistance in the elec-
machining center trospindle due to wearied bear
infrastructure [5] changes in system dynamics tank leakage or obstructed pipe
[10] communication problems of defect optical fiber
several components of the
plant
[10] low voltage in the energy sup- defect energy cable
ply system, making a gate sys-
tem not move
[10] misalignment of robot axis defective connector in the communication
module of the robot
[4] stalled motor drive blocked cooling oil pipeline, low pressure
[22]  operator with back injuries low storage point of parts compared to
machine height
[2] mobile robot (AGV) fault slow charging due to infrastructure issues

Continued on next page




Table 3 — continued from previous page

group ref. fault cause
environment [21] high concentration of manga- poor general ventilation and training of
nese in the air operators regarding equipment usage
human factor (6] signals from the sensors in the  CNC programming mistake
rotating machine with uniform
peaks
[3] machine place and pulls parts incorrect program entered by an operator
for the incorrect assembly line
[3] solder paste not being placed bottom stencil mounted when running top
where it should on PCBs side of PCBs. Stencils are manually
mounted.
[3] poor solder quality on several operator not performing initial inspection
printed circuit boards (PCBs) of the first PCBs produced
[3] assembly line stop raw material with specs. altered by the
vendor without communicating
raw material (19] returned raw material to sup- raw material out of specifications
plier
[18]  defective goods produced lack of quality in raw material

The survey used a questionnaire to collect respondent’s professional background and
his/her contact with fault characterization procedures. The questionnaire was divided
in four sections. In the first section two positioning questions were presented. In sec-
tion two, seven fault groups were presented and a specific question was made to cha-
racterize them. Section 3 aimed to evaluate if the respondent had any difficulty in
characterizing the faults presented in section 2. Furthermore, respondent’s opinion
with respect to the importance of having a procedure to characterize faults in FMS was
asked. Section 4 ended the questionnaire. In that section the respondent could freely
describe perceptions and experiences on the topic addressed in the research.

3.1 Pretest

A first version of the questionnaire was applied to four people with different
professional backgrounds. The objective of the pretest was to evaluate if the
respondents understood what was asked in each question, as well as gather
feedback to improve the questionnaire.

After reading the pretest answers some changes were made to improve it, the
major ones being: Chart 1 on question 3 completely restructured, improving
its readability; Likert scale questions, 5 and 6, altered; description of problem
| on question 3 complemented with more information; addition of two other
problems inside the raw material group. A final version of the questionnaire is
on appendix A.

3.2 Data collection

The questionnaire was applied to a total of 29 people mainly from the automo-
tive industry. This was done through an on-line version of the questionnaire
submitted to professional contacts of the authors and a physical version of the



questionnaire applied to a class of the automotive engineering specialization
course at the Automotive Engineering Center in POLI-USP.

There was only one criterion to exclude a respondent’s questionnaire: not
answering a third or more of the total number of questions or items. With this
criterion all of the 29 respondents’ answers were considered in the analysis.

Respondents’ profile is presented on tables and [6].

Table 4 — Respondents’ institution sector Table 5 — Respondents’ institution position
Sector Number of Position Number of
respondents respondents

Automaker 6 Management 7

OEM 7 Technical 17

Engineering Administration 2

. 2 .

projects Operations 0

Academia 1 Blank 3
Other 10
Blank 3

Table 6 — Respondents’ period of employment

. Number of

Period of Employment respondents
< 1 year 4
> 1 year and < 2 years 1
> 2 years and < 5 years 8
> 5years and < 10 years 5
> 10 years 8
Blank 3

3.3 Results

Questions 1 to 6 in the questionnaire will be referred respectively as Q1 to
Q6. Answers to Q1 and Q2 are presented on tables [7] and [8] respectively. Q2
answers were considered only when the respondent answered "Yes” on Q1.

Table 7 — Question 1 - absolute and relative fre- Table 8 — Question 2 - absolute and relative fre-

quency of answers quency of answers
Answer Absolute Relative Answer Absolute Relative
frequency frequency frequency frequency
Yes 15 51.72% Yes 10 66.67%
No 10 34.48% No 5 33.33%
| don’t know 3 10.34% Blank 0 0%
Blank 1 3.45%

Answers to each item of Q3 are presented with column charts on appendix B,
indicating the number of answers per fault group. A consolidated view of the
data is on figure



Correct answers per item

p g g n e k o ¢

Item

100.0%
90.0%
80.0%

70.0%

60.0%
50 0%
40 0%
30.0%
20.0%
10.0%
0.0%
a j dmbh I r

Figure 1 — Percentage of correct answers per item on Q3.

Correct answers percentage

Only one item, a, attained more than 80% of correct answers. Thirteen items
attained less than 60% of correct answers.

Finally, answers to Q4 and Q5 are presented on figures 2| and [3| respectively.

Question 4

6
4
2
, 1

no difficulty low difficulty moderate high difficulty very high
difficulty difficulty

Number of answers
[==]

Figure 2 — Answers of all respondents to Q4.
Analysing answers to Q5 shows that 22 respondents consider that a clear pro-

cedure, for example a flowchart, would be of high or very high importance to
help them answer Q3.
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Question 5

=y =y =y =y
= R = @

Number of answers
[=3] [=]

&1

4 I
0 I

no importance low importance  moderate  high importance  very high
importance importance

Figure 3 — Answers of all respondents to Question 5.

4 PROPOSED PROCEDURE

In order to be able to group similar faults together in a structured manner a procedure
is proposed. Each fault group proposed in section (3| is now characterized in section
[4.1] The procedure is then introduced in section [4.2]

4.1 FAULT CHARACTERIZATION

Control systems: any fault identified in components of a control system, whether
open-loop, closed-loop or ubiquitous computing. It includes sensors, actuators,
Programmable Logic Controller (PLC), open distributed computing system, and
embedded software.

Machines: any fault identified in equipments used in the transformation of raw
material into components or finished goods. It includes processing support
devices such as fixturing systems, inter-process devices, and others that add
more value directly to the products.

Infrastructure: in this group faults should be characterized in five subgroups:
(1) civil: any fault regarding industrial plant constructions, such as earthwork,
foundation, buildings, bridges, structures, and equipments or machines layout.
(2) electric: any fault regarding supply and use of electric power. It includes
electrical substations, transformers, electrical panels, and wiring. (3) mechani-
cal: any fault regarding mechanical systems of the industrial plant. It includes
compressed air generation and distribution systems, transfer systems, air con-
veyor, and other transportation or lifting systems. (4) hydraulic and sanitary:
any fault regarding collection, storage, and distribution of industrial fluids. It in-
cludes reservoirs, piping, and all singularities required for operation and safety.
It also includes systems for collecting, treating and disposing sanitary facilities

11



fluids, as well as clean water supply network. (5) information: any fault regar-
ding data collection, mining, treatment, storage, and distribution required for
industrial plant operation. It includes physical or cloud servers, network archi-
tectures, cabling, routers, switches and all devices required for data traffic. It
also includes infrastructure for private network extension across the internet
(virtual private networks).

Environment: any fault regarding the transformation environment, with or without
the presence of humans. It includes noise, ambient air, temperature, odor and
visual pollution, human exposure and unhealthy conditions.

Human factors: any fault of human origin that is linked to the non-execution of
a guideline, method, procedure, work instruction, or protocol of performance.
It includes execution of direct transformation, maintenance, safety and conduct
activities.

Raw material: any fault identified directly or indirectly in the raw material. It
includes processing, structure (microscopy), and properties. The performance
of the component or final product must be observed.

Others: any fault that can not be characterized in the 6 previous groups. Faults
of this group should be assigned using an exclusion criterion, given that the
groups were already characterized.

4.2 CHARACTERIZATION PROCEDURE

The procedure consists of a flowchart (figure |4) and a summary table of each
group characteristics (table [9).

Table 9 — Group characteristics summary

group characteristics
control systems sensors, actuators, PLC, open distributed computing systems, embed-
ded software.
machine transformation equipment, fixturing systems, inter-process devices.
infrastructure buildings and structures, equipment layout; electrical substations, trans-

formers, panels, wirings; compressed air devices, transfer systems, air
conveyor, transportation and lifting systems; industrial fluid reservoirs,
piping, singularities, sanitary facilities and clean water supply network;
physical or cloud servers, cabling, information network devices.

environment noise, ambient air, temperature, odor and visual pollution, human expo-

sure and unhealthy conditions.

human factor non-execution of guidelines and work instructions, execution of direct

transformation, maintenance, safety and conduct activities.

raw material raw material structure (microscopy), properties and processing.

exclusion criterion.

12
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v

. . 1) Identify fault

> 'dlerﬁl,:}r (1) Identify fault according to field
information, documents of interest.
2) Characterize fault
After fault identification,

(N) fault characterize it from available

characterized? (2) information and fault groups using

Table 9.

3) Contact responsible entity
Communicate responsible person

tact or department to treat and correct
contac the identified fault and its cause.
responsible (3)
entity
l 4) Document fault
Identify fault according to the
document respective characteristic  group,

fault {4) document it with fault description,
place, date of the fault event.

store
document (5)

5) Storage

Store fault documents in a specific
directory in the computer/server,
l physical media, or both.

)

Figure 4 — Flowchart.

Although the proposed procedure could be simplified with only steps 1 and 2 of
the flowchart, step 3 is essential to the daily activity of industries, while steps
4 and 5 should be used to improve the procedure itself, by analysing past fault
data and improving each fault group characterization.
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5 CONCLUSIONS

The theoretical framework revealed the lack of procedures to characterize faults accor-
ding to its nature. To fill in this gap, a procedure using seven fault groups based on
authors’ experience and literature fault examples was proposed.

The field research showed that only academia or industry expertise is not enough
to characterize faults according to the proposed groups. Most respondents did not
correlate appropriately the fault to its fault group. The majority of respondents didn’t
agree to which group each fault should be assigned to.

Further studies should validate the proposed procedure, repeating the survey with the
same faults used in this work, among industry and academia experts using it. New
fault examples can be utilized. The procedure would then be measured against the
convergence of respondents’ answers to a single group.
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APPENDIX

A - Final questionnaire

Section 1: initial questions.

INITIAL QUESTIONS

. . Does the institution where you work have O ldont
Question 1: any fault characterization procedure? O Yes O No know

. . If it does, do you know and/or utilize this
Question 2: procedure? O Yes O No

Section 2: fault characterization.

Question 3: Classify each problem presented in the following chart with the following groups: (1) control
systems. (2) machine. (3) infrastructure. (4) environment. (5) human factor. (6) raw material. (7) other.
Choose the group that better characterize the corresponding problem. Attention: choose only one fault
group that best characterize the corresponding problem.

Chart 1. Fault groups.

fault groups
g
® 2|5 8|S
| 8|S E| &|8
£ 58 8|8 E|g
slgs £/ 25 &8/¢
Problem description o/ E|E| e || 8|50
a. Derailed Autonomous Guided Vehicle (AGV) caused by
encoder errors. 0100010100
b. Raw material with specifications altered by the vendor
without communicating to purchasing or engineering team. 0101010101010
c. Defective connector in the communication module of the
industrial robot, causing a misalignment of its axis. 010101001010
d. Defect optical fiber, causing a problem with the
communication of several components of the plant. 010101010100
e. Arm not lowering, caused by a sensor failing to sense
parameters. The sensor failed because it was displacedfrom | O | O | O 1O 1O | O | O
its position due to vibrations in the assembly line.
f. Failure to close gripper, caused by a disconnected cable
between the PLC and the gripper. 0101010101010
g. Detected signals in a CNC with random peaks indicating
tool-break or very high tool-wear. ©0l0]10|10]0]0 10
h. Detected signals in a CNC with uniform peaks indicating
slight tool-wear. 010101010100
i. Detected signals in a CNC with uniform peaks indicating a
programming mistake. 010101010100
j- Returned raw material to the supplier due to non-conformity. | O | O | O | O |1 O O | O
Continued on next page

16



Table 10 — continued from previous page

fault groups
g
(4] —

g S| £/ E|s

@ 8|3 E|=]¢

SlZ| 2| S| 8| E| =

c|8|E|2E|=z|2

Problem description c | E|E| o || 8|50

k. Slow Autonomous Guided Vehicle (AGV) battery charging. | O | O[O O[O 1O | O
I. Inaccurate records at the Materials Resource planning
software (MRP) used by the company, which in turn does not
reflect real inventory levels. The MRP software is updated 010101010100
automatically throughout the factory.
m. Incorrect program entered in an industrial controller,
allowing machines to place and pull parts for the incorrect OO OlOITO|0O10O
assembly.
n. Injured operator due to movements done to lift parts to a
machine. 0101010101010
0. Exposure of an operator to machine vibrations causing
musculoskeletal disorders. 010101010100
p. High concentration of manganese in welding processes,
which can cause neurotoxic effects such as changes in OO0 1O0O1O0O10O010
short-term memory and reduced hand-eye coordination.
g. Blocked cooling oil pipeline, which in turn was caused by
the system not giving enough pressure. 010101010100
r. Defective goods produced due to lack of quality of parts
produced by a given supplier. 0101010101010

Section 3: specific questions.

Question 4: check the difficulty degree found to fill in Chart 1 at Section 2, where the first degree
indicates "no difficulty”’and the fifth degree indicates "very high difficulty”.

1 2 3 4 5
O O O O O
© ©
g N & N &

O O & & S

§ & 3 & S

«® N 3 & N
<® RS

Question 5: would having a clear procedure (flowchart) to characterize faults help you filling in Chart 1
at Section 2? Check the corresponding degree of importance of having a clear procedure (flowchart) to
characterize faults, where the first degree indicates "low importance”and the fifth degree indicates "very
high importance”.
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Section 4: questionnaire conclusion.

Question 6: freely describe your perceptions and experiences about the topic addressed in this rese-
arch.

B - Final questionnaire results

In the following charts, red bars represents the correct group to each item (according
to authors’ experience).

Question 3-ltem a Question 3-tem b

e
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)
=

A
A

[ )
K

=

=]
[
&

Number of answers
o
Number of answers
o

=]

en

Figure B1 — Answers of all respondents to Item Figure B2 — Answers of all respondents to ltem
"a” on Question 3. "b” on Question 3.

Question 3-ltemc Question 3-tem d

A
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A
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Number of answers
o
Mumber of answers
n

wn
wn

Figure B3 — Answers of all respondents to ltem Figure B4 — Answers of all respondents to Item
"c” on Question 3. "d” on Question 3.
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Question 3-lteme Question 3-ltemf
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o m
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Figure B5 — Answers of all respondents to Item Figure B6 — Answers of all respondents to Item
"e” on Question 3. “f” on Question 3.
Question 3-ltem g Question 3-ltemh
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Figure B7 — Answers of all respondents to Item Figure B8 — Answers of all respondents to Item
”’g” on Question 3. "h” on Question 3.
Question 3-Item i Question 3-ltem
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Figure B9 — Answers of all respondents to Item Figure B10 — Answers of all respondents to Item
"i” on Question 3. "” on Question 3.
Question 3-ltemk Question 3-Item|
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Figure B11 — Answers of all respondents to Item Figure B12 — Answers of all respondents to Item
"k’ on Question 3. ”I” on Question 3.
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Question 3-ltemm Question 3-ltemn
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Figure B13 — Answers of all respondents to Item Figure B14 — Answers of all respondents to Item
"m” on Question 3. "n” on Question 3.
Cuestion 3-ltemo Question 3-ltemp
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Figure B15 — Answers of all respondents to Item Figure B16 — Answers of all respondents to Item
”0” on Question 3. ”p” on Question 3.
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Figure B17 — Answers of all respondents to Item Figure B18 — Answers of all respondents to ltem
"q” on Question 3. ’r” on Question 3.
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