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Abstract. A fully-coupled model of quenching by submerging for steel workpieces is pre-
sented. The model includes cooling of the piece due to piece-to-bath heat transfer calcula-
tions by solving the multiphase problem of an evaporable fluid, as well as the corresponding
metallurgical transformations, the generation of residual stresses and associated geometri-
cal distortions. The heat transfer model takes into account different boiling stages, from film
boiling at very high workpiece surface temperatures, to single-phase convection at surface
temperatures below saturation. The evolution and activation of each heat transfer mecha-
nism depend on the dynamics of the vapor-liquid multiphase system of the quenching bath.
The multiphase flow was modeled using the drift-flux mixture model, including an equation of
conservation of energy of the liquid phase. Metallurgical transformations, geometrical dis-
tortions and residual stresses at the end of the process, are obtained based on the different
cooling rates along the piece. The final distribution of metallurgical phases is obtained by the
integration of the thermal evolution and using information of the CCT diagrams of studied
steels. The analysis of deformations and residual stresses takes into account elasto-plasticity
(without viscosity effects), transformation induced plasticity and hardening restoring phenom-
ena. Comparison of results considering the approach presented here versus a simplified heat
transfer model indicates that the level of induced residual stresses are noticeable different
implying the necessity of developing a more precise heat transfer quenching model.
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1. INTRODUCTION

Quenching is a technological process that involves cooling of a heated workpiece in
order to improve its mechanical properties. Undesired effects, such as geometrical distortions
and/or generation of large residual stresses, can also be developed during it.

As any other process of technological interest, several efforts were made in order to
describe it through mathematical models. In this area it is important to remark that modeling
of steel quenching can be divided in at least three sub-problems. One major problem is the
modeling of metallurgical transformations. This part is well known and the available models
are robust and reliable [1, 2]. On the other hand, we have the generation of residual stresses
and geometrical distortions. These complex phenomena are also well covered and refined
models can be found in specialized literature [3, 4, 5, 6]. Finally, these two sub-problems
strongly rely on an accurate description of the temperature evolution inside the piece. The
thermal problem is usually solved taken a very rough description of heat exchanged to the
cooling media [7, 8, 9]. The most precise models usually consider just a heat transfer co-
efficient dependent on wall temperature (h(Tw)) to describe all the stages of cooling. This
approach relies on experimental data obtained from configurations different to the modeled
ones (for instance, a Jominy test, [7, 8, 9]) and is completely independent on local flow con-
ditions such as flow velocity, bath temperature and vapor fraction. Improvement of current
techniques was performed in [10] where the effect of different boiling modes is incorporated
by means of a set of correlations formulated for water.

It is important to remark that all the complexity of metallurgical and mechanical mod-
els is not exploited and the accuracy of its results hampered if the thermal problem is solved
using an approach as simple as the previously mentioned. In this work, the simulation of
quenching in oil is developed based on a novel heat transfer model previously developed by
the authors [11]. Evolution of phases distribution and stresses is obtained along the process for
two different steels. A medium alloy steel (approx. 0.16%C, 0.74%Ni, 0.18%Cr, 0.48%Mo,
1.30%Mn) and an eutectoid one (approx. 0.77%C) are selected in order to obtain examples of
different distribution of metallurgical phases at the end of the process. Competition between
stresses of thermal origin and the ones due to metallurgical transformations will dictate the
final stress state on the workpiece. Comparison of results obtained with our model versus
a simplified model based on a heat transfer coefficient only dependent on wall temperature
(h(Tw)) is presented.

2. MODEL

As was previously mentioned, quenching process and its effects on the treated work-
pieces, can be regarded as several sub-problems that have to be tackled by specific models.
In this section the models used to describe the quenching bath, the heat transfer processes,
metallurgical transformations and evolution of stresses, are presented.



2.1. Bath dynamics

The behavior of the quenching bath is modeled by the drift-flux mixture-model for
multiphase flows. In this model the fraction of vapor and liquid is described by their corre-
sponding fractions αv and αl(= 1 − αv). The model solves the continuity, momentum and
turbulence conservation equations for the mixture, continuity of the vapor phase and conser-
vation of thermal energy of the liquid phase. The mixture properties may be volume weighted
(αm = αlρl + αvρv) or mass weighted (vm = clvl + cvvv), where ci = αiρi/ρm is the mass
fraction of the ith-phase (v or l). Details about the derivation of the multiphase model can be
found in [11].

The system of partial differential equations (PDE’s) used to represent the quenching
bath is the following:

Conservation of total mass of the mixture:

∂ρm
∂t

+∇ · (vmρm) = 0 (1)

Conservation of vapor mass:

∂(αvρv)

∂t
+∇ ·

(
αvρvvm

)
= Γv −∇ ·

(
αv
ρl ρv
ρm

Vvj

)
(2)

Conservation of momentum of the mixture:

∂(ρmvm)

∂t
+∇ · (ρmvmvm) = −∇pm + ρmg

+∇ ·

[
T + TT −∇ ·

(
αv
αl

ρl ρv
ρm

VvjVvj

)]
(3)

Conservation of thermal energy of the liquid:

∂(αlρl cp,lTl)

∂t
+∇ · (αlρl cp,lTl vl) = −∇ · αl

(
ql + qTl

)
− Γv cp,l

(
Tsat − Tl

)
(4)

The model assumes that the vapor phase is at saturation temperature at every moment.
Because of this assumption, only the thermal energy of the liquid phase has to be solved in eq.
4. In addition to the system 1 - 4, a turbulence model to describe TT is needed. Standard k− ε
model with turbulent viscosity modified to take into account the presence of bubble-induced
turbulence, as developed in [12, ch.12 sec.1.4], is used. The whole model is closed with
the relationships of drift velocity, Vvj =

√
2
√
σg∆ρ/ρl (1 − αv)2 − Dα

d ∇αv/αv [12, ch.13
sec.1.2]. A condensation function Γv = Qlv/(cp,l(Tsat−Tl)), where the heat transfer function
from the vapor to the liquid (Qlv) uses the Ranz-Marshall correlation under the premise that
the continuous phase is the mixture [13].

Simultaneously to the evolution of the quenching bath, the temperature of the solid
workpiece is described by:

∂(ρs cp,sTs)

∂t
−∇ · (ks∇Ts) = 0 (5)



This equation is coupled to (1 - 4) by the boundary conditions (BC’s) that are imposed
in the common boundaries between domains.

The BC’s that have to be carefully modeled are: wall stress (eq. 6), heat flux delivered
to the liquid (eq. 7), heat flux released from the solid (eq. 8) and injection of vapor due to
vaporization (eq. 9). The BC’s are described in general terms in eqs. 6 to 9 and fully detailed
in following sections. (

µm + µTm

)
∂vm
∂n

= τw and vm · n = 0 (6)

−αlkl
∂Tl
∂n

= qlw (7)

−ks
∂Ts
∂n

= qsw (8)

αvρvvv · n = ṁv (9)

where n is the normal direction to the boundary.
The wall stress was modeled by the relationship τw = ρm · (vm/u+)2, where u+ is an

adequate wall-function, as is presented in [11]. The rest of boundary conditions are developed
in further sections.

2.2. Heat transfer

The used heat transfer model is based on the partition of the total heat flux that is
released from the solid surface, into specific contributions that depend on the physical phe-
nomena that are modeled.

The vaporization dynamics presented here assumes two regimes clearly separated by
the critical temperature. At temperatures higher than the critical one, it is assumed that the
surface of the solid is covered by a vapor blanket. This stage produces moderate cooling
rates due to the insulating effect of the vapor and does not inject remarkable amounts of it
into the liquid. At temperatures below the critical one, the vapor blanket collapses and a
burst of vapor is produced. Heat transfer rates are enormous at this point and only moderated
by the amount of available liquid. All these physical aspects are recovered in the boundary
conditions presented here.

As a first step, it is interesting to assess the heat flux that receives the liquid (qlw, eq.
10) because this contribution will be present as a whole in the solid counterpart. The heat flux
that receives the liquid is composed by two contributions: single-phase conductive heat flux
(fT qcond) and a radiative part (qrad).

qlw = fT qcond + qrad (10)

The conductive part contains a damping function (fT ) that depends on wall tempera-
ture, and the properly named convective heat flux (eq. 11). This expression is based on the
usual wall-law approach T+. For details about the thermal wall-law, see ref. [11].

qcond = αl
(Ts − Tl) ρl cp,l

T+
· vm
u+

(11)



The radiative component corresponds to the model of radiation through a gray medium,
whose expression is qrad = (ε0 εw)/(ε0 + εw − ε0 εw)σSB(T 4

s − T 4
l ), with ε0 = 0.95 and

εw = 0.6 for the emissivities.
The total heat flux that is released from the solid (eq. 12) has two main components.

A part dedicated to evaporate the liquid (qevap), and another to increase the liquid temperature.
The latter was already presented in eq. 10.

qsw = −qevap − qlw (12)

The evaporative part is conformed by three components:

qevap = (1− fT ) qfilm + fv fT qnucl + qsens (13)

where qfilm corresponds to the film boiling heat transfer mechanism, qnucl represents the nu-
cleate boiling phenomenon and qsens is the released part that is necessary to raise the temper-
ature of the liquid that is going to be evaporated up to the saturation temperature (sensible
heating). The first two mechanisms are moderated by damping functions that depend on wall
temperature (fT ) and vapor fraction (fv). The fT is in charge to activate/deactivate the very
high temperature heat transfer mechanism (fT → 0 if Ts > Tcrit and fT → 1 if Ts < Tcrit).
At wall temperatures higher than a critical temperature (Tcrit), the dominant mechanism is
film boiling, while nucleate and conductive parts are not active. The critical temperature is a
function of liquid and solid properties and represents the temperature at which vapor blanket
collapses, as it was studied and developed by Henry as presented in [14]. For the case studied
here, the Tcrit is approximately constant and close to 525°C, which is the value used along
this work.

The fv damping function moderates the boiling mechanisms when a high vapor frac-
tion accumulates near the surface of the piece. This function does not replicate the film boiling
phenomenon and its consequent vapor blanket effect, but damps boiling if less liquid is avail-
able near the piece surface. Its functional form is similar to the one used by Končar in [13].

The film boiling mechanism is described by the correlation proposed by Bolukbasi
[15] for vertical cylinders.

qfilm = 0.0027(g (ρl − ρv) ∆h/νv)
0.6L0.8

c (kv (Ts − Tsat))0.4 (14)

where Lc a characteristic length, which in our case is taken as the diameter of the cylinder, νv
is the kinematic viscosity of the vapor and ∆h is the difference of enthalpy between phases.

The nucleate boiling stage is modeled through the well known approach based on a
frequency of departure for bubbles (fb), a number of active sites for nucleation of them (Na)
and the amount of energy to evaporate a bubble of diameterDd. Details about each correlation
can be found in refs. [11, 16, 17]

qnucl = fbNa
πD3

d

6
ρv hlv (15)

The boiling model considers two different heat transfer mechanisms responsible for
liquid-vapor phase change, one (eq. 14) at very high temperatures and other active up to
saturation values (eq. 15). These two mechanisms need to be complemented by an extra part



responsible to elevate the temperature of the liquid that is going to be evaporated up to the
saturation value. This contribution of sensible heat released by the solid wall depends on the
mass flux of generated vapor and is presented in eq. 16.

qsens = ṁv cp,l ρl (Tsat − Tl) (16)

Consequently, the mass flux of vapor produced during evaporation is:

ṁv = ((1− fT ) qfilm + fv fT qnucl)/hlv (17)

2.3. Metallurgical transformations

Steel has stable or metastable structures depending on its current temperature and the
cooling rates that was subjected to. These structures can be formed by one or more solid
phases. In general terms, there are several phases created from a diffusion mechanism and
others from displacive transformations (diffusionless). During a cooling process, the austenite
is considered as a high temperature phase (hot), while ferrite, pearlite, bainite and martensite
are cold phases.

The ferritic, pearlitic and bainitic transformations can be described by a differential
equation such as [1]:

˙̂z(t) = f(T, Ṫ , ẑ, d)
[T −Ms]

+

T −Ms

(18)

where ẑ = {Zf , Zp, Zb} are the proportions of ferrite, pearlite and bainite respectively, d is
the austenite grain diameter, Ms is the martensite start temperature and [X]+ is the positive
part of X.

For the martensitic transformation, the Koı̈stinen-Marburger equation is used:

Zm = (1− Zf − Zp − Zb){1− exp(β[T −Ms]
+)} (19)

where β is a material parameter.

2.4. Generation of residual stresses

The basic mechanisms that cause residual stresses, distortion of shape and volume
changes during heating and cooling can be attributed primarily to three causes [18]:

• Internal stresses that cause changes in geometry when they exceed the yield strength of
material. The limit value is reduced with increasing temperature.

• The stress caused by the differential expansion due to thermal gradients. This stresses
increase with the temperature gradients and cause plastic deformation when the yield
strength is exceeded.

• Changes in volume due to the metallurgical transformations. These volume changes
modifies the residual stresses system, that it may exceed the yield strength.



The mechanical problem is defined by the decomposition of various models of strain
mechanisms:

ε̇ = ε̇e + ε̇p + ε̇th + ε̇pt (20)

where ε, εe, εp, εth and εpt are strain contributions respectively named as, total, elastic, plastic,
thermal and transformation induced plastic.

Metallurgical transformations imply changes in the mechanical properties of material.
This effect is more important in plastic features (such as yield strength) and less in the elastic
ones (Young’s modulus and Poisson ratio). Thus, the classical model is used to define the
elastic strain:

σ = C(T )εe (21)

where σ is the stress tensor and C(T ) is the elasticity tensor, depending only on the tempera-
ture.

Regarding plastic strain (without considering viscous effects), a Von Mises criterion
with linear isotropic hardening is used. The yield function and the flow rule are defined:

f = σeq −R(T, Z, r)− σy(T, Z) ≤ 0 (22)

ε̇p = λ̇
∂f

∂σ
(23)

where σeq is the Von Mises stress: σeq =
√

3
2
σD : σD, R(T, Z, r) is the hardening function

of material, σy(T, Z) is the initial yield strength, σD is the deviatoric stress tensor, T is the
temperature, Z are the phase proportions and r is a variable related to restoration effects
[3, 4, 5, 6] (the accumulated plastic strain does not characterize completely the hardening
state of material due to the restoration associated to phase transformations).

Regarding the factor λ, the consistency equation is verified:

λ̇

{
= 0 if f < 0
≥ 0 if f = 0

(24)

An important fact that must be taken into account is that the material contains a vari-
able proportion of metallurgical phases during the analysis. As it was commented previ-
ously, metallurgical transformations greatly influence the plastic properties (hardening and
yield strength). These are defined for the five phases of steel. Generally, a linear relationship
is chosen for a cold phases mixture and a non-linear law for a cold-hot phase mixture.

σy = (1− fh(z))σγy + fh(z)σαy (25)

R = (1− fh(z))Rγ + fh(z)Rα (26)

where z is the amount of transformed cold phases: z = Zf +Zp +Zb +Zm, fh(z) is the non-
linear mixture law, σγy is the yield strength of austenite, σαy is the equivalent yield strength of



cold phases: σαy = (
∑4

i=1 ziσ
αi
y )/z, Rγ is the hardening of austenite and Rα is the average

hardening of cold phases: Rα = (
∑4

i=1 ziRαi
)/z.

The next type of analyzed strain is the thermal source one. In general, it is assumed:

εth = α(T − Tref )I (27)

However, the previous equation is not valid for a material containing several phases.
Two thermal expansion coefficients are defined: one for ferritic, pearlitic, bainitic and marten-
sitic structures (αf ) and other for the austenite (αγ).

A reference state where the thermal strain is null is also defined: a reference metallur-
gical phase (cold or hot) and a reference temperature (Tref ) are chosen. The reference phase
is modeled by a function (ZR

γ ) that it is 1 if the reference phase is the austenite and 0 if it is
the cold phase.

Thermal strain for the austenite and the cold phases is written, respectively, by:

εthγ = αγ(T )(T − Tref )I − (1− ZR
γ )∆ε

Tref
fγ I (28)

εthf = αf (T )(T − Tref )I + ZR
γ ∆ε

Tref
fγ I (29)

where Tref is the reference temperature, αγ(T ) is the average thermal expansion coeffi-
cient of austenite at current temperature (referred to the reference temperature), αf (T ) is
the average thermal expansion coefficient of cold phases at current temperature (with re-
spect to the reference temperature), ZR

γ is the function which defines the reference metal-
lurgical phase and ∆ε

Tref
fγ reflects the difference in compaction between the crystallographic

structures of austenite (FCC) and cold phases (BCC, BCT) at the reference temperature:
∆ε

Tref
fγ = εthf (Tref )− εthγ (Tref ).

The thermal strain of a mixture of metallographical phases is defined by a linear law
(Z1, Z2, Z3 and Z4 are the proportions of ferrite, pearlite, bainite and martensite respectively):

εth = (1− Zf − Zp − Zb − Zm)
[
αγ(T − Tref )I − (1− ZR

γ )∆ε
Tref
fγ I

]
+ (Zf + Zp + Zb + Zm)

[
αf (T − Tref )I + ZR

γ ∆ε
Tref
fγ I

]
(30)

Finally, the last analyzed strain mechanism is the transformation plasticity. Experi-
mentally it is found that the dilatometric test of a specimen during the structural transforma-
tion is strongly influenced by the stress state and the application of loads, even below the yield
strength of the material, can cause permanent deformation. This phenomenon will occur in
steels subjected to thermal cycles including metallurgical transformations. It occurs during
ferritic, pearlitic, bainitic and martensitic transformations, but not in the austenitic transfor-
mation.

The model for the transformation induced plasticity was proposed by Leblond [3, 4,
5, 6]:

ε̇pt =
3

2
σD

4∑
i=1

KiF
′
i (1− Zγ)〈Żi〉 (31)



where σD is the deviatoric stress tensor, Zγ is the proportion of austenite, 〈X〉 is the positive
part of X, Żi are the transformation rates of cold phases, Ki are constants, features of four
cold phases and F ′i are functions of amount of transformed cold phase.

3. NUMERICAL IMPLEMENTATION

The problem presented here involves several coupled physical models of very different
nature and mathematical behavior. Nevertheless, at leading order, the heat transfer model is
decoupled from the metallurgical and mechanical model. This decoupled approach implies
the assumption of adiabatic metallurgical transformations, and negligible mechanical effects
(thermal dissipation and geometrical deformations) on heat transfer. Thus, the resolution of
the whole problem can be done in two steps. The heat transfer model including the resolution
of the two-phase flow of the bath and cooling of the workpiece is solved first. Then, using the
evolution of the temperature in the workpiece, the transformation of metallurgical phases and
development of stresses are solved separately.

Once the thermal transfer problems has been solved (along the considered time inter-
val), instead of storing the temperature field history in the whole workpiece, only the temper-
ature on the boundary is stored. This approach allows the use of different meshes for both
subproblems (the thermal transfer problem and the metallurgical–mechanical problem), saves
the interpolation operation of data from one mesh to the other and reduces the amount of data
that has to be transfered from one subproblem to the other. As a disadvantage, the thermal
problem in the workpiece is solved twice, but this small overload is completely affordable in
the 2-D axisymmetric problem developed in section 4.

For the resolution of the heat transfer model Comsol Multiphysics1 software, version
3.5a, was used, while the metallurgical-mechanical problem was solved using Code Aster2

version 11.0 code (a free software developed by Electricité de France). Both softwares are
based on the finite element (FE) method. Comsol Multiphysics is a general purpose FE
tool suitable to solve diverse physical problems. The 3.X version allows a flexible modifi-
cation/inclusion of PDE’s and BC’s, which is desirable when non-standard problems, such as
our thermal multiphase flow, are aimed to be solved. Code Aster is able to resolve a wide va-
riety of thermo-mechanical problems, including or not phase transformations. The selection
this software is based on that our metallurgical-stress model is already implemented on it.

3.1. Heat transfer

Comsol Multiphysics have several built-in application modules to solve a wide vari-
ety of physical problems, in particular, the conduction-convection heat transfer (chcc) and
mixture-model multiphase turbulent flows (chmm) modules are of our interest. Two different
chcc modules are used for the workpiece and liquid temperatures. The mass transfer (Γv)
and the drift velocity (Vvj) are user-defined according to equations in section 2.2. The only
relevant modification is the internal definition of the turbulent viscosity, where the effect of
second phases is included according to [12].

1Comsol Multiphysics. http://www.comsol.com
2Electricité de France. http://www.code-aster.org



The evolution problem is integrated using a Backward Differentiation Formula (BDF)
of order 1 (Euler implicit) with adaptive time step. At each time step, the resulting nonlin-
ear problem is solved using a fixed point technique where the complete thermal problem is
segregated into five subproblems corresponding to:

1. mass and momentum conservation in the mixture: Eqs. 1 and 3 in vm and p

2. vapor conservation: Eq. 2 in αv

3. turbulence model: standard k - ε

4. thermal problem in the liquid: Eq. 4 in Tl

5. thermal problem in the workpiece: Eq. 5 in Ts

This approach allows to apply the present methodology to complex geometries (where
a large mesh is expected to be needed, and a non–segregated algorithm would need to build a
large stiffness matrix) even with moderate computational resources. In turn, each subproblem
is solved using a damped Newton method (where a not–so–large tangent stiffness matrix must
be computed and allowing the use of a direct, multifrontal method implemented in UMFPACK
to solve the resulting linear systems) providing a good convergence rate.

The spatial domain is discretized using triangular elements, with the following selec-
tion of finite element basis:

• P2 − P1 Taylor–Hood elements for vm and p.

• P1 elements for αv.

• P2 elements for Ts, Tl, k & ε.

The convective terms in the previous equations are stabilized by means of SUPG arti-
ficial diffusion.

To adapt the time step, absolute and relative tolerances are set as 0.001 and 0.01 re-
spectively. The maximum element size in the fluid domain is 5 × 10−3 [m], while for the
solid-fluid boundaries the maximum size is 5 × 10−4 [m]. The mesh consists of approxi-
mately 11000 triangular elements with a minimum quality of 0.8. The spatial discretization
gives a total of 105500 degrees of freedom to be solved. A desktop computer having a 4-core
microprocessor Core2 Q9400 at 2.67 GHz and 8 GB of RAM was used to solve the multi-
phase heat transfer problem. The calculation time took approximately 180 minutes for a 120

seconds span.

3.2. Phases distribution and residual stresses

The thermo–metallurgical and mechanical problem is, in turn, solved in sequential
form. As explained above, the temperature history on the workpiece boundary is used to de-
termine the temperature field by solving the corresponding thermal problem. In a second step,
the computed temperature field history is used to determine the evolution of the metallurgical
phase distribution in the whole workpiece (assuming that all the metallurgical transformations
are, at leading order, independent on the stress field). Finally, both input fields (temperature



and metallurgical phase distribution) are used to solve the mechanical problem in order to
compute the geometrical distortions and residual stresses. Some details on the solution of
each subproblem are given below.

The thermal transfer evolution problem in the workpiece is integrated used the implicit
Euler algorithm with a fixed (and small) time step. At each time step, the resulting nonlin-
ear problem (material parameters such as thermal conductivity, specific heat and density are
dependent on the temperature) is solved using the Newton method. The spatial discretization
is performed using quadrilateral Q2–Serendipity elements. The quadrilateral mesh (that will
be also used to solve the metallurgical transformation and mechanical problems) consists of
around 7500 nodes.

Then the computation of the metallurgical transformation (given by 18-19) at the mesh
nodes is performed. A method developed by Waeckel [1] is used to calculate the metallurgical
phases distribution throughout the workpiece and at each instant of time. It is based on inter-
polation techniques and the fact that any experimentally known thermo-metallurgical curve
(shown in a CCT diagram) is a particular solution of the differential equation of evolution.
The CCT diagram of the material used in the analysis must be digitalized: start and finish
temperatures of transformation according to the cooling curves, as well as the proportions of
each phase at the end.

Finally, the mechanical problem must be solved to obtain the distortions and the resid-
ual stresses at the end of the quenching. The incremental, rate–independent plasticity problem
is integrated using a loading curve (corresponding to the mechanical loads induced by the ther-
mal gradients and the metallurgical phase transformations) divided according to the time step
used in the integration of the thermal problem. Each loading step is solved using the Newton
method with a line search (the stiffness matrix is recomputed every five iterations, and a direct
multifrontal method is used to solve the resulting linear systems). The displacement field is
discretized using quadrilateral Q2–Serendipity elements, and the integration of the elastic–
plastic constitutive law (at each quadrature node) is performed using a radial return algorithm
(the material parameters are dependent on the local metallurgical phase distribution). The
same mesh used in the thermal problem is taken here.

A simulation of 120 s with a fixed time step (0.1 s) is made. Relative tolerances of
10−6 for the thermal problem and 5 × 10−6 for the mechanical one were adopted. A desktop
computer having an 8-core i7 microprocessor at 2.67 GHz with 12 GB of RAM was used.
The calculation time for thermal, metallurgical and mechanical problems were approximately
8, 2 and 180 minutes respectively.

4. RESULTS

As a workpiece of interest, a cylinder of 6.25 mm of radius and 60 mm length, im-
mersed in a volume of 1.5 L of quenching oil (cylinder of 5 cm radius and 13 cm height), is
considered. Due to the symmetry of the problem, a 2D-axisymmetric simplification is applied.
The quenching bath is modeled having a forced velocity of 1 m/s injected through the bottom
of the fluid domain and an outlet through the upper side. The initial temperatures of the work-
piece and fluid are 850°C and 60°C respectively. The evolution of temperatures (liquid and
solid), vapor fraction, metallurgical phases and stresses is solved for a 120 seconds interval.



4.1. Heat transfer and cooling

In order to feed the multiphase model, several physical properties of the oil and its
vapor are needed. The most relevant ones are summarized in Table 1.

Table 1. Oil and vapor properties
Liquid Vapor

ρ [kg/m3] 870 3
µ [kg/(m.s)] 9.40×10−2 (20 °C) 2.3×10−5

2.35×10−2 (40 °C) –
4.35×10−3 (100 °C) –
1.00×10−4 (217 °C) –

k [W/(m.°C)] 0.14 0.014
cp [J/(kg.°C)] 1800 (17 °C) 3000

2300 (147 °C) –

In addition to these properties, a characteristic bubble diameter (Db) of 10−3 [m], a
saturation temperature (Tsat) of 183 [°C], a latent heat of evaporation (hlv) of 106 [J/kg] and a
vapor-liquid surface tension (σ) of 3×10−2 [N/m] corresponding to a typical mineral oil used
in quenching baths are assumed.

In Fig. 1 the evolution of vapor fraction around the cylinder and the solid temperature
are shown for three representative instants. The transition of boiling mechanisms is depicted
by the vapor fraction along the surface. At early stages, the whole surface is covered by a
vapor blanket. This stable blanket produces a relatively mild heat exchange and therefore the
net injection of vapor to the domain is also mild. Once the surface temperature of the solid
goes below the critical value (see section 2.2), a switch from film to nucleate boiling modes
happens. Nucleate boiling is characterized by very high heat transfer rates, and consequently,
a very noticeable injection of vapor to the media. Both mechanisms and its transition can be
seen in Fig. 1.

Figure 1. Time evolution of solid temperature and vapor fraction. From left to right: 6, 8 and
9.5 seconds

This multiphase model for steel quenching produces heat transfer rates that are depen-
dent not only on wall temperature, but also on others variables such as local flow velocity,



vapor fraction and fluid temperature. In order to assess the variations that can be obtained
by adopting this model, numerical results are compared against a typical heat transfer coeffi-
cient dependent only on wall temperature h(Tw) obtained from a Jominy test with oil [9]. A
comparison of heat transfer coefficients from each approach (h = qw/(Tw−Tl) for numerical
results) is presented in Fig. 2. Three positions along the longitude of the cylinder are analyzed,
being 15%, 50% and 85% of the total height (zTotal). It is observed that numerical results and
the correlation are in the same order of magnitude, although the temperature range where the
predicted enhancement of heat transfer occurs is narrower than the correlation. The predicted
heat transfer coefficient depends not only on wall temperature but also surface position, as it
is expected.

Figure 2. Heat transfer coefficients numerically obtained at different heights (zTotal) on the
cylinder versus a typical h(Tw) correlation

4.2. Case 1 - Alloy Steel

According to the detailed mechanisms in Section 2.4, a lot of material mechanical pa-
rameters must be defined by the user: Young’s modulus (E), Poisson ratio (µ), yield strength
(σy), modulus of hardening (H) and thermal expansion coefficient (α). Thermal properties are
also necessary (see Table 2 [18] [19]). In order to define properly the mechanical problem,
null displacement at the center of the workpiece is assumed.

Table 2. Thermal properties of steel
Temp. [°C] k [W/m.°C] ρcp [J/m3.°C]
20 37.7 3.46e6
200 40.5 4.09e6
300 39.5 4.42e6
400 37.7 4.8e6
600 33 5.0e6
750 29.3 5.15e6
900 25.3 5.15e6
1000 26.9 5.2e6



Table 3. Mechanical properties of alloy steel
Temp. [°C] E [GPa] σy [MPa]

Mart. Aust.
20 208 1200 140
100 204 1170 130
200 200 1100 120
400 180 980 110
600 135 680 100
700 80 350 70
800 50 100 60
900 32 50 30
1000 30 20 20

Table 3 shows some mechanical properties for the alloy steel. In addtition, αMart =
15 [µm/m.°C], αAust. = 23.5 [µm/m.°C] and Poisson’s ratio (µ) constant with temperature
and equal to 0.3. H for martensite is got (as the previous data) from [19], with Haust =

1/10Hmart. The parameters of transformation induced plasticity and restoration models and
the mixture law for multiphasic material are obtained from [19] and [20].

The stresses generated in the quenching process are of thermal and metallurgical ori-
gin, both of great influence during process. Figure 3 shows the time evolution of several
magnitudes for the two points evaluated (core point (pC) and surface point (pS) as indicated
in Figure 4(a)), up to 20 seconds, hereupon the variation of the stresses suffers only slight
modifications.

Figure 3. Alloy steel, I Multiphase Model, II Simplified Model. (a) Temperature and cooling
rates, (b) phases evolution, (c) tangential stresses.

During the first stages internal stresses are only of thermal origin, for the reason that
metallurgical transformation has not started (see first section of Figure 3(c) graphs, till time



A), and increase until a local maximum is reached around time A. The specific volume differ-
ence between crust and core generates this stresses state, tensile in surface and compression
inside [21, 22]. At this stage the cooling rates undergoes a sharp increase due to the change
in the heat exchange mechanism between the workpiece and the fluid, causing an increase in
the thermal gradient that raises the stresses value [18].

Once the point of greatest difference in temperature between the surface and core
(point of intersection between the curves representing the cooling rate) is reached, the core is
cooled (shrinks) faster than the surface, producing a reduction in the values of stresses [22].
However, the reduction of stresses can also be affected by the beginning of the transforma-
tion of the piece, which begins at the corners before it occurs in pS (Figure 4(c)). During
martensitic transformation the specific volume is increased compared to austenitic phase, but
the surrounding bears this increase by inducing compressive stresses in the transformed area.

Figure 4. Evolution of stresses in the alloy steel, multiphase cooling model.

Metallurgical transformation begins at time C at the surface point pS evaluated, there-
fore, there is a change in the stresses value (Figure 3(c)) due to the volume increase. The
final workpiece deformation in both modes can be described as barrel-shape. This form is
associated with a quenching process where the greatest difference in temperature between
the surface and core occurs before the phase transformation (Figure 5) [23]. This figure also
includes the value of residual stresses at the piece surface and along the piece radius.

Differences that occur between the multiphase and the simplified cooling model can
be seen in Figure 3(I (c) and II (c)). At the first stages, the two points analyzed are following
the same temporal evolution, generating thermal stresses with similar values. Change in the
cooling behavior occurs earlier in the simplified model, generating an advance in the begin-
ning and growth rate of the martensitic phase. This transformation provokes the same change
in the stresses evolution, just as in the full model, but the existence of higher temperatures and



Figure 5. (a) Deformed shape and radial displacement, I. Multiphase model, II. Simple model.
(b) residual stresses.

transformations gradients produces greater variation in residual stresses [18].

4.3. Case 2 - Eutectoid Steel

Table 4. Mechanical properties of eutectoid steel
Temp. [◦C] E [GPa] µ [-] σy [MPa]

Pearl. Mart. Aust.
0 205 0.28 450 1750 220
300 185 0.3 230 1550 130
600 165 0.31 140 1350 35
900 124 0.35 30 — 35

The mechanical properties for this material are obtained from [24]: Table 4, the
thermal expansion coefficients of each phase (αMart./Pearl = 15 [µm/m.°C], αAust. = 21.7
[µm/m.°C]), including the hardening modulus for each phase. A linear mixture law is as-
sumed and the parameters of transformation induced plasticity and restoration models are the
same as the alloy steel.

The stresses behavior of the eutectoid steel is slightly different than the alloy steel.
Due to the relationship between chemical composition and the cooling rates, the appearance
of pearlite occurs before the workpiece quenching starts. In Figures 6 and 7 it is showed only
the interest stages of workpiece cooling. It is likely that the metallurgical calculation given by
equation 18 could be improved for this case.

The stresses induced in the workpiece until time A (Figure 6(a)) are of thermal origin.
However, from this time on, the stress state is influenced by thermal and metallurgical causes.
The maximum tensile surface stresses match up with the start of pearlite transformation (time



Figure 6. Eutectoid steel, I Multiphase Model, II Simplified Model. (a) Temperature and
cooling rates, (b) phases evolution, (c) tangential stresses.

C and D, Figure 6 ), and the greater temperature difference occurs after the start of surface
transformation, unlike it happens in the previous case. At this moment, the compressive
stress in the core increases to balance the stress state, and the core cools faster. This has a
great influence on the generated thermal stresses until the beginning of the transformation in
the core [18]. Therefore, there is a combination of effects (thermal-metallurgical) inducing
tension in the workpiece. This circumstance provokes a spool-shaped deformation as it is
expected [23].

Figure 7. Quenching phase for eutectoid steel, I Multiphase Model, II Simplified Model. (d)
Phases evolution, (e) tangential stresses.



From the last time showed in Figure 6, thermal effects do not influenced and the tem-
perature of the workpiece is homogenized. So, only stresses induced by metallurgical changes
happened, starting with a martensitic transformation, and resulting in the same consequences
as in the alloy steel (Figure 7). The stresses behavior that occur between the multiphase and
the simple cooling model for the eutectoid steel are similar to those that occur in the alloy
case. Higher cooling rates provoke that the transformation occurs before and stresses value
are increased due to the greater thermal and composition gradients.

5. CONCLUSIONS

A novel heat transfer model for quenching based on the resolution of the multiphase
liquid-vapor flow around the workpiece was applied to a very basic case of interest. The
quenching process of a cylinder was modeled taking into account different conditions. Two
different materials were considered, being those, a medium alloy steel and an eutectoid one.
In addition, the effect of the heat transfer model on final properties was assessed by com-
paring results obtained by the multiphase model versus a model based on a simplified h(Tw)
correlation.

It was observed that the heat transfer coefficients obtained from the multiphase model
are qualitatively and quantitatively similar to the h(Tw) correlation considered. However,
the multiphase model predicts a variation of the heat transfer coefficient along the surface.
This feature breaks the longitudinal symmetry that is obtained by simpler approaches. It is
expected a more dramatic effect of this feature if a workpiece of a more complex geometry is
considered.

Even though the patterns of evolution of the residual stresses are similar, the predicted
final stresses do have noticeable differences from one approach to another. This result is be-
cause the simplified approach produces faster cooling velocities, which will produce earlier
and faster metallurgical transformations. The combination of faster cooling and transforma-
tions lead to a higher level of residual stresses and geometrical distortions if the simplified
h(Tw) approach is adopted.

As a final remark, the effect of different heat transfer models and its effect in the
induced residual stresses after quenching was assessed. Even though both models have small
differences in the effective heat transfer coefficient, the level of induced residual stresses can
be noticeably different. Also differences along the geometry can be found. Due to these facts,
it is very important to get a precise and accurate model to describe the quenching process if
improvements on the prediction of metallurgical and mechanical problems are pursued.
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