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Abstract. This work presents the initial approach to a novel method for numerical solution of 
stochastic differential equations, showing the proper formulation for the stochastic term in a 
Lagrangian method. The mathematical formulation for the uncertainty properties terms of the 
model is based in the Karhunen –Loeve expansions used in the spectral stochastic finite ele-
ment method (SSFEM). The particle method used is the Smoothed Particle Hydrodynamics 
(SPH), which is modified to represent the randomness of the output variables that are affected 
by the stochastic inlet properties behavior. This method formulation acquires importance for 
the solution of high deformation problems where there exists an uncertainty on the model 
properties. 
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1. INTRODUCTION 

The stochastic spectral approach has a lot of advantages in the problems when the un-
certainty of some properties is an important factor in the behavior of the real phenomena[1–
3]. Nowadays the stochastic spectral scheme is being implemented in the finite element meth-
od successfully to represent the randomness of the results in structural and transport prob-
lems[4–6], the aim of formulating an spectral stochastic scheme in a Lagrangian particle 
method is the main capacity to simulate high deformation, mobile boundary and interface 
problems[7–9]. The stochastic spectral smoothed particle hydrodynamics method (SSSPH) 
may have diverse application in the development of models that need the benefits of the parti-
cle methods and want to obtain results based on reliability. 

The SSSPH method represents the system by a number of particles that have the mate-
rial properties and interact according to a fixed volume defined by a kernel function [10], 
[11], this properties are represented by the Karhunen-Loeve expansion when they act random-
ly [12–14]. The representation of these properties as a polynomial expansion must have an 
impact on the response variable of the simulation, which are represented by a chaos polyno-
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mial expansion [3], [15], [16]. The solution of the continuity equations is obtained locally for 
each particle. 

This work presents a basic formulation for the conduction problem using the Stochas-
tic Spectral Smoothed Particle Hydrodynamics (SSSPH) method and an application example 
showing the stochastic solutions for the temperature conduction problem. 

2. SPH METHOD 

A little summary of the SPH method is presented here, for more details see [9]. The 
basis of SPH is interpolation theory, and its formulation involves two steps. In the first step 
the representation of a function in its continuous form is done through the use of a kernel es-
timate of the field variables at a point [17], this approximation of the function is based on the 
evaluation of the smoothing kernel function. Then, the second step is the representation of the 
interpolation kernel over the defined domain using discrete variables [8]. 

The interpolated value of a function f  in the space defined by   

x  vector can be ex-

pressed using SPH smoothing as (1). 
 

   
f ( xi ) =

mj

ρ j

f jW
xi −
x j ,h( )

j=1

N

∑  (1) 

  
 Where jm  and jρ  are the mass and density of particle j , 

   
W xi −

x j ,h( )  is the smooth-
ing kernel, h is the smoothing length (see more in [18]) and N is the total number of particles. 
The gradient of function f can also be found by differentiating the interpolation (1) as ex-
pressed in (2). 
 

   
∇f ( xi ) =

mj

ρ j

f j∇iW
xi −
x j ,h( )

j=1

N

∑  (2) 

 
Definition of the kernel function is represented in (3). 
 

   

W

xi −

x j ,h( ) = 1

hd ϕ
xi −
x j

h

⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟
=Wij  (3) 

 
Where ϕ  is the function that describes the kernel approximation and d  is the number 

of space dimensions. Although there are several smoothing functions widely used, it is usual-
ly preferred the cubic B-spline [10][11], which is defined by (4). 
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Where 𝛼!   is the constant of normalization, which depends on the number of spatial di-
mensions (for one dimension is 𝛼! = 1/ℎ, for two dimensions is 𝛼! = 15/7𝜋ℎ! and for three 
dimensions is 𝛼! = 3/2𝜋ℎ!), 

  
q = xi −

x j h  and 
  
xi −
x j  is the distance between two parti-

cles. 

3. SPECTRAL STOCHASTIC METHOD 

Usually the numerical simulations of many phenomena are based in a deterministic 
scheme; this kind of simulations does not consider the variability of some properties in the 
real behavior of physical processes. In some cases the representation of the phenomenon 
without including the variability of the properties is enough to understand and simulate the 
process, but when the behavior of the properties and field variables is uncertain and it is de-
sire to have a high reliability in the results it is necessary to use a stochastic representation of 
physical phenomena. 

To predict the behavior of a process with high variability a stochastic scheme could be 
used, with this the properties are not modeled by its mean value only, but in a range of possi-
ble values defined by its probabilistic distribution. Then it is possible to obtain a better simu-
lation of the phenomena than with a deterministic scheme, because it delivers a range where 
the behavior of the process could occur. There are several stochastic schemes that have been 
used including the Monte Carlo Method and the Spectral Stochastic Method [3]. 

The implementation of the Spectral Stochastic Method begins with the representation 
of a property with a stochastic process using a covariance function (5), where 𝐾(𝜃, 𝑥) repre-
sents the stochastic process, 𝑐𝑜𝑣(𝑥!, 𝑥!) represents the covariance function, 𝑥 denote the 
space coordinates and 𝜃 the randomness of the process. The covariance function related to the 
randomness of the property is symmetric and positive defined, its eigenvectors are orthogonal 
and its eigenvalues are real, so it is possible to represent the stochastic process with the 
Karhunen-Loeve polynomial (6) [12], [16]. 

 

  K(θ ,x) = f cov(x1,x2 ), K(x)( )  (5) 
 

  
K(θ ,x) = K(x)+ λh Kh(x)ξhh=1

∞∑  (6) 

 
In the Karhunen-Loeve expansion, 𝐾(𝑥) is the mean value of the property, 𝜆! and 

𝑘! 𝑥  are the eigenvalues and the eigenvector of the covariance function and 𝜉! are an inde-
pendent variable group of a random space. 

To obtain the eigenvalues and eigenvectors the covariance function must be evaluated 



 
 

in (7) over the domain of the problem Ω. For a square two-dimensional space the covariance 
function is defined as indicated in (8) [12]. 

 
cov(x1, x2;y1, y2 )kh (x2, y2 )dx 2dy2

Ω
∫ = λhkh (x1, y1)  (7) 

 

cov(x1, y1;x2, y2 ) = C0 exp −
x1 − x2
bx

−
y1 − y2
by

⎛

⎝⎜
⎞

⎠⎟
 (8) 

 
Where 𝐶! represents the variance value, 𝑏! and 𝑏! represent the correlation lengths. 

Then the eigenvectors and eigenvalues are defined splitting the function in two terms, one for 
each coordinate (9). 

 
kh (x1, y1) = khx (x1)* khy (y1)

λh = λhx
*λhy

 (9) 

 
Introducing equation (9) in (7) the integral can be solved independently for each di-

mension [2], [12], obtaining the eigenvalues and eigenvectors in the same way for the two 
dimensions, given by (10), where 𝜔 terms were calculated by Choi as [2]. 
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(10) 

 
To include the influence of the stochastic process in any response variable studied, it 

is represented in terms of the chaos polynomial base (11) where 𝜙 represent the mean value, 
the summation represents the fluctuation behavior of the variable and 𝛹 represents the Hermit 
polynomials, which are also orthogonal [15], [16]. 

 

  
φ = φ + φbψ b(ξ )

r=1

∞∑  (11) 



 
 

Due to the need to truncate the Karhunen-Loeve and the chaos polynomials expansion 
up to the Pth term, the error approximation will not be identically zero, so in order to reduce 
the error, the response variable is projected over the chaos polynomial base (12), this express-
es the resulting equation as a function of 𝜉 and 𝛹 that are grouped in (13) and defined in (14). 

 

φ,ψ b (ξ ) = φ + φr
jψ b (ξ )b=1

P∑( ) ⋅ψ l (ξ )  (12) 
  

ξhΨb (ω )Ψ l (ω ) = ξhΨb (ω )Ψ l (ω ) = Bhbl  (13) 
 

Bhbl =

h!b!l!
h + b − l

2
⎛
⎝⎜

⎞
⎠⎟ ! b + l − h

2
⎛
⎝⎜

⎞
⎠⎟ ! h + l − b

2
⎛
⎝⎜

⎞
⎠⎟ !

if  (h + b + l) is even ∧  l ∈ h − b ,h − b⎡⎣ ⎤⎦

0 otherwise

⎧

⎨
⎪⎪

⎩
⎪
⎪

 (14) 

4. SSSPH IMPLEMENTATION 

The implementation of the SSSPH method begins introducing the Karhunen-Loeve pol-
ynomial expansion in the property with randomness characteristics. This polynomial expan-
sion is introduced in the traditional energy continuity equation (15). In this paper the random 
property selected is the heat conductivity, so equation (16) shows the energy equation with 
the Karhunen-Loeve polynomial term. 

 

  
ρ du

dt
=σ : d −∇⋅ k∇T( )  (15) 

 

  
ρ du

dt
=σ : d −∇⋅( khξh λh

h=0

∞

∑ )∇T  (16) 

 
 Where, for the equations (15) and (16), 𝜌 is the density, 𝑢 the internal energy, 𝑇 the 
temperature, 𝜎 the stress tensor, 𝑑 the linear strain rate tensor, 𝑘 the conductivity, and 𝑡 the 
time  

The next step on the implementation holds the discretization of the expanded energy 
equation (17). The discretization of the thermal conduction part of equation using SPH is 
done following the method described by Cleary [19]. The stress and linear strain rate tensors 
are discretized using the traditional SPH method explained in part 2. 
 

  

dui

dt
= 1

2
mj

σ i

ρi
2 +

σ j

ρ j
2

⎛

⎝
⎜

⎞

⎠
⎟ : d −

2mj ( khξh λh
h=0

∞

∑ ) jTij

ρiρ j

xij ⋅∇Wij

rij
2

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

j=1

N

∑  (17) 

 



 
 

To prevent unphysical results in the heat diffusion, an artificial term is added. This arti-
ficial term is based on the total energy, the internal and the kinetic energy dissipation, as 
shown in equation (18) where the correction parameters 𝛼 and 𝛼!, and the signal velocities 
𝜐!"# and 𝜐!"#!  are defined as Price [20]. 

 

  

dui

dt
⎛
⎝⎜

⎞
⎠⎟ diss

= −
mj

ρi

1
2
αυsig vij ⋅rij( )2

+αuυsig
u ui − uj( )⎛

⎝⎜
⎞
⎠⎟j=1

N

∑ xij ⋅∇Wij  (18) 

 
The artificial diffusion term is added to the energy equation (17) as follows in (19). 
 

  

dui

dt
= 1

2
mj

σ i

ρi
2 +

σ j

ρ j
2

⎛

⎝
⎜

⎞

⎠
⎟ : d −

2mj ( khξh λh
h=0

∞

∑ ) jTij

ρiρ j

xij ⋅∇Wij

rij
2

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

j=1

N

∑ +
dui

dt
⎛
⎝⎜

⎞
⎠⎟ diss

 (19) 

 
In order to represent the influence of the stochastic process in the response variable, the 

chaos polynomials expansion is introduced in the left hand of the discretized equation, trun-
cated up to the Pth term as shown in (20). 
 

  

dub

dt
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P
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2

⎛
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⎞

⎠
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2mj khj λhj
h=0

P

∑ Tbij Bhbl
b=0

P

∑
ρiρ j

xij ⋅∇Wij

rij
2

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

+
j=1

N

∑ dui

dt
⎛
⎝⎜

⎞
⎠⎟ diss

 (20) 

 
The example problems have both Dirichlet and Neumann boundary conditions. The Di-

richlet boundary conditions are implemented by avoiding the temporal update over the parti-
cles in this boundary, the Neumann condition is implemented by adding the discretized heat 
flux term in equation (18) as shown in equation (21), where 𝑞! is the heat flux vector. 

 

  

dui

dt
= 1

2
mj

σ i

ρi
2 +

σ j

ρ j
2

⎛

⎝
⎜

⎞

⎠
⎟ : d −

2mj ( khξh λh
h=0

∞

∑ ) jTij

ρiρ j

xij ⋅∇Wij

rij
2 +

mj

ρ j

q j ⋅∇Wij

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

j=1

N

∑ +
dui

dt
⎛
⎝⎜

⎞
⎠⎟ diss

 (21) 

 
Rearranging the equations the problem results in a linear system problem showed in 

equations (21) to (23). 
 

  
Ablj = −

2mj

ρiρ j

xij ⋅∇Wij

rij
2 khj λhj

h=0

M

∑ Bhbl  (21) 

 



 
 

 

B000
du0
dt

+ B010
du1
dt

+ B020
du2
dt

++ B0P0
duP
dt

= A00 jTij0 + A10 jTij1 + A20 jTij2 ++ AP0 jTijP( ) + 1
2
mj

σ i

ρi
2 +

σ j

ρ j
2

⎛

⎝⎜
⎞

⎠⎟
:d

⎛

⎝
⎜

⎞

⎠
⎟

j=1

N

∑
j=1

N

∑

B001
du0
dt

+ B011
du1
dt

+ B021
du2
dt

++ B0P1
duP
dt

= A01 jTij0 + A11 jTij1 + A21 jTij2 ++ AP1 jTijP( )
j=1

N

∑


B00s
du0
dt

+ B01s
du1
dt

+ B02s
du2
dt

++ B0Ps
duP
dt

= A0sjTij0 + A1sjTij1 + A2sjTij2 ++ APsjTijP( )
j=1

N

∑


B00P
du0
dt

+ B01P
du1
dt

+ B02P
du2
dt

++ B0PP
duP
dt

= A0PjTij0 + A1PjTij1 + A2PjTij2 ++ APPjTijP( )
j=1

N

∑

 

(22) 

 
The stress energy terms are added in the deterministic part of the equation (22), due to 

the absence of stochastic behavior on their properties. Any other deterministic term, such as 
heat generation, could be added in the same part.  

 

 

B000  B0P0
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⎝

⎜
⎜
⎜

⎞

⎠

⎟
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⎟
j

T0

TP

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
ij

j=1

N

∑  
(23) 

 
The solution is done for each particle as traditionally in SPH problems. The predictor–

corrector scheme is used to update the variables over the time [21]. 

5. RESULTS 

The SSSPH method is implemented in two thermal conduction problems with different 
boundary conditions for a square domain. The first model has Dirichlet boundary conditions, 
one boundary is set to 100˚C and the others at 20˚C. The second model has 3 Dirichlet bound-
ary conditions set at 20˚C and one Neumann boundary condition set as an inlet heat flux equal 
to 10 Watts. All the particles are fixed and the temperature initial condition is set at 20˚C for 
both problems. 

Results for the test problems for a minute of simulation are shown in figures of Table 1 
and 2, where the mean and up to the fourth stochastic variables are shown every 15 seconds. 
Table 1 shows the results for test problem using the Dirichlet boundaries and Table 2 for the 
test problem using Neumann and Dirichlet boundaries. 

As seen in Table 1 and Table 2, mean temperature shows the standard behavior for a Di-
richlet and Neumann problems, decreasing its value in every frame when increasing in x di-
mension and diffusing over the plate longitude along the time. The stochastic variables shows 
similar behavior as the mean value, showing diffusion along the time, but only the first mode 
shows the same symmetric behavior as the mean value respect to the x axis, the other modes 
tend to a mirrored relation in its values respect to the x axis. 



 
 

Table 1. Deterministic and stochastic solutions for the Dirichlet boundary heat problem.  

t = 15 [s] t = 30 [s] t = 45 [s] t = 60 [s] 

    
min=20 max=100 min=20 max=100 min=20 max=100 min=20 max=100 

    
min= -

0.021596 
max= 

0.010588 
min=-
0.0221 

max=-
0.01126 

min=-
0.0318 

max= 
0.01479 

min=-
0.0364 

max= 
0.01981 

    
min=-

0.42002 
max= 

0.36305 
min=-
0.3278 

max= 
0.27772 

min=-
0.27112 

max= 
0.22228 

min=-
0.23165 

max= 
0.17098 

    
min=-

0.095857 
max= 

0.082171 
min=-
0.1236 

max= 
0.084624 

min=-
0.13679 

max= 
0.08351 

min=-
0.13855 

max= 
0.08351 

    
min= 

-0.14284 
max= 

0.11249 
min=-

0.11972 
max= 

0.10427 
min=-

0.10601 
max= 

0.10037 
min=-
0.0936 

max= 
0.096087 

 
min max 



 
 

Table 2. Deterministic and stochastic solutions for the Neumann boundary heat problem.  

t = 15 [s] t = 30 [s] t = 45 [s] t = 60 [s] 

    
min=20 max= 

20.17 min=20 max= 
20.258 min=20 max= 

20.324 min=20 max= 
20.376 

    
min= -

4.925e-5 
max= 

0.000113 
min=-

6.741e-5 
max=-

0.000206 
min=-

0.00011 
max= 

0.00029 
min=-

0.00016 
max= 

0.00036 

    
min=-
0.0019 

max= 
0.00406 

min=-
0.00293 

max= 
0.005597 

min=-
0.00365 

max= 
0.00662 

min=-
0.00418 

max= 
0.00735 

    
min=-

0.00037 
max= 

0.000363 
min=-

0.00067 
max= 

0.000684 
min=-

0.00089 
max= 

0.00095 
min=-

0.00105 
max= 

0.00119 

    
min= 

-0.00027 
max= 

0.001875 
min=-

0.00032 
max= 

0.002627 
min=-

0.00032 
max= 

0.003064 
min=-

0.00036 
max= 

0.003349 
 

min max 



 
 

6. CONCLUSIONS 

 
This work presents a useful form to simulate a heat transfer process with a random heat 

conduction coefficient, which is the first step to develop a stochastic moving particle model 
that simulates an energy coupled Navier-Stokes problem by a Lagrangian scheme, this be-
comes important for a reliability design in high deformation, high Reynolds and multiphase 
problems. 

One of the mayor advantages for the reliability design in the SSSPH method is the ca-
pability to solve more than one stochastic term that usually has different behavior. Adding a 
Karhunen-Loeve expansion in every desired property could represent diverse stochastic be-
haviors and relationships among them. 

Although the heat conduction problem has a very stable solution in a lot of methods, the 
implementation in SPH shows minor instabilities that are similar in all the stochastic modes. 
Including the stochastic spectral scheme in the SPH method disrupts the solution, so an artifi-
cial diffusion term is implemented to obtain adequate results and reduce the instabilities. 

The SSSPH method keeps the same disadvantages of the current spectral stochastic 
methods about the global domain shape; the use of a symmetric square domain is a restriction 
because of the covariance input functions. 
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